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1 Introduction
In this paper, we consider the class groups of totally real cyclic cubic extensions of Q. To fix
notation, let

f(x) = x3 +mx2 − (m+ 3)x+ 1

with m ≥ 0 and m 6≡ 3 (mod 9), let ρ be a zero of f(x) and K = Q(ρ). These fields are known
as Shanks’ simplest cubic fields.

Shanks computed the discriminant of the polynomial, fundamental units of the field, and the
regulator [15]. He also used computational methods to investigate the class number of K when the
discriminant is small. Louboutin determined the exact number of simplest cubic fields with class
number one and found exactly which ones have class number equal to a power of three [10]. In
doing so Louboutin finds, for each m, a lower bound for the class number of the simplest cubic
field generated by x3 + mx2 − (m + 3)x + 1. Thomas [17] solved an associated family of Thue
equations when m is large, obtained by homogenizing f(x) and setting it equal to ±1.

Washington [19] also studied these fields. His first main result is a generalization of a result of
Uchida [18] about the divisibility of class numbers of cubic number fields. His other main result,
which is independent from the first result, relates the 2-part of the class group of the simplest cubic
fields to the rank of a particular elliptic curve by proving the following theorem.

Theorem 1. Let E be the elliptic curve defined by y2 = f(x). There is an exact sequence

1→ E◦(Q)/2E(Q)→ C2 →X2 → 1,

where E◦ is the connected component of the identity of E, C2 is the points of order less than or
equal to 2 in the ideal class group of K, and X2 is the Tate-Shafarevich group of K.

This result implies that rk(E(Q)) ≤ 1 + rk2 (C2), where rk2 (C2) is the rank of C2 as a Z/2Z-
vector space. Hence, he obtains an upper bound on the rank of the elliptic curve and a lower bound
on the 2-rank of the class group, depending on the information that is known.

The goal of this paper is to explain Washington’s results. In the first section we provide back-
ground information needed to understand the theorems in [19]. In particular, we review the nec-
essary information about the theory of discrete valuations and p-adic numbers, class field theory,
elliptic curves, and Dedekind zeta functions. Section 3 is about Washington’s results. In Section
3.1 we establish some facts about the simplest cubic fields are needed in the rest of the paper. We
prove a result about class number divisibility of cubic fields in Section 3.2. This is followed by
the proof of Theorem 1 in Section 3.3.2. Finally, we investigate quartic fields that are associated
with the simplest cubic fields in a particular way in Section 3.4. The material in this section relies
on Theorem 1, and it is related to a theorem of Heilbronn. In particular, Heilbronn established a
connection between the number of quartic fields associated with a cubic number field L and the
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number of elements of order two in the class group of L [6]. We use Theorem 1 to determine these
fields explicitly in some special cases.

We conclude with some remarks about why the simplest cubic fields are useful. In particular,
we analyze the properties of these fields that are necessary to the results examined in this paper.

2 Preliminary material

2.1 Valuations and completions of extensions of Q
Let K be a field. A discrete valuation on K is a group homomorphism v : K× → Z such that
v(x + y) ≥ inf{v(x), v(y)} for all x, y ∈ K×. We extend the valuation to 0 by setting v(0) =∞.
To each valuation on K, we associate a ring, called the valuation ring of v, given by

Rv = {x ∈ K : v(x) ≥ 0}.

It is easy to show that Rv is an integral domain with quotient field K. In fact, Rv is a local ring
with unique maximal ideal, called the valuation ideal,

pv = {x ∈ K : v(x) > 0}.

Each valuation induces an absolute value on K. Let 0 < λ < 1 and define | · |v : K → R by

|x|v = λv(x).

Note that since valuations are additive, these absolute values are multiplicative. We say that two
absolute values are equivalent if they induce the same topology on K. It follows that two absolute
values | · |1, | · |2 are equivalent if and only if there is some s ∈ R+ such that | · |1 = | · |s2. Therefore,
the value of λ chosen above does not change the equivalence class of the absolute value.

For example, let K be a number field and p a prime ideal in K. Define vp(α) to be the power
of p appearing in the prime factorization of 〈α〉. That is, if

〈α〉 = pe11 · · · per
r

with the pi distinct primes and the ei ∈ Z, then vpi
(α) = ei. Using the properties of exponents, it

is easy to see that vp defines a group homomorphism. The fact that v(x+ y) ≥ inf{v(x), v(y)} for
all x, y ∈ K× also follows from laws of exponents.

Let K/Q be a degree n extension. The p-adic absolute value is given by

|x|p =


(

1

N(p)vp(x)

)1/n

if x 6= 0,

0 if x = 0
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where N(p) = [OK : p] is the norm of the ideal p. Note that in this case, the chosen value for λ is
N(p)−1/n. (As N(p) > 1, it follows that 0 < N(p)−1/n < 1.) Let Kp be the completion of K with
respect to the absolute value | · |p. Then

OKp = {x ∈ OKp : vp(x) ≥ 0},

so the ring of integers is the valuation ring of vp. Furthermore, the valuation ideal is pOKp . If p is
the only prime ideal of OK lying over p, we will sometimes write Kp = Kp.

The case when K = Q is of particular interest. Let p a rational prime. Since [Q : Q] = 1 and
N(〈p〉) = p, the p-adic absolute value, | · |p : Q→ Z is given by

|x|p =

{
p−vp(x) if x 6= 0

0 if x = 0.

The completion of Q with respect to | · |p is the field of p-adic numbers, denoted Qp. Every element
of Qp can be represented by a Laurent series that converges under | · |p. That is, every element can
be written in the form

x = a−mp
−m + · · ·+ a−1p

−1 + a0 + a1p+ a2p
2 + a3p

3 + · · · ,

where m ≥ 0 and 0 ≤ ai ≤ p − 1 for all i. This is called the p-adic expansion of x. The ring of
integers of Qp, denoted Zp, consists precisely of those series such that m = 0. That is, the integers
in Qp have no negative powers of p in their p-adic expansion.

A critical property of p-adic numbers is their connection with Z/pZ. The following general-
ization of a result of Hensel, which can be found in [13], is useful in determining zeros of integral
p-adic polynomials from zeros of polynomials over Z/pZ. LetOK be the ring of integers of a field
K, which is complete with respect to a nonarchimedean absolute value. Let p be the valuation
ideal in OK . A polynomial f(x) ∈ OK [x] is called primitive if f(x) 6≡ 0 (mod p).

Theorem 2. If a primitive polynomial f(x) ∈ OK [x] admits modulo p a factorization

f(x) ≡ g(x)h(x) (mod p)

into relatively prime polynomials g, h ∈ OK/p[x], then f(x) admits a factorization

f(x) = g(x)h(x)

into polynomials g, h ∈ OK [x] such that deg(g) = deg(g) and

g(x) ≡ g(x) (mod p)

and
h(x) ≡ h(x) (mod p).
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The following corollary of Theorem 2 will be useful in the proof of Proposition 31 in Sec-
tion 3.3.2.

Corollary 3. For all primes p 6= 2,

Z×p /
(
Z×p
)2 ∼= Z/2Z.

Proof. First we show that Z×p /
(
Z×p
)2 is nontrivial. Suppose that Z×p /

(
Z×p
)2 is trivial. Then for

every α ∈ Z×p the polynomial x2−α is reducible over Z×p . By reducing all elements in Z×p modulo
p, it follows that x2 − a is reducible over (Z/pZ)× for all a ∈ (Z/pZ)×. However, (Z/pZ)× is
cyclic of order p− 1. Hence, for p > 2 there are exactly (p− 1)/2 squares in (Z/pZ)×. It must be
that p = 2. Therefore, if p > 2 then Z×p /

(
Z×p
)2 is nontrivial.

It suffices to show that if a, b ∈ Z×p −
(
Z×p
)2 then ab ∈

(
Z×p
)2. Let a, b ∈ Z×p −

(
Z×p
)2, so

x2−a, x2−b are irreducible over Zp. Therefore, x2−a, x2−b are irreducible modulo p, otherwise
Theorem 2 gives a contradiction. Hence, a, b ∈ (Z/pZ)× −

(
(Z/pZ)×

)2
.

As there are exactly (p− 1)/2 squares in (Z/pZ)×,

|(Z/pZ)×/
(
(Z/pZ)×

)2 | = p− 1

(p− 1)/2
= 2,

so (Z/pZ)×/ ((Z/pZ)×)
2 ∼= Z/2Z. Thus, a, b ∈ (Z/pZ)×−

(
(Z/pZ)×

)2
implies ab ∈

(
(Z/pZ)×

)2
.

Therefore x2−ab has a root in Z/pZ. By Theorem 2 there is a unique α ∈ Z×p such that α2−ab = 0

and α ≡ ab (mod p). Therefore, ab = α2 ∈
(
Z×p
)2, as desired.

Next we relate the absolute values on Q to the absolute values on a number field K. If | · |Q is
an absolute value on Q and | · |K is an absolute value on K, we say that | · |K is an extension of
| · |Q if for all x ∈ Q, |x|K = |x|Q. The extensions of the p-adic absolute values on Q are related to
how primes of Z factor in K. In particular, if

pOK = pe11 · · · per
r

for distinct prime ideals pi, then each of | · |pi
is an extension of | · |p and | · |pi

= | · |pj
only if i = j.

Furthermore, these are the only extensions of | · |p to K. A theorem of Ostrowski, see [9], that
states that, up to equivalence, the only absolute values on Q are | · |p for p prime and the Euclidean
absolute value | · |, sometimes written | · |∞. In light of the information about extensions given
above, it follows that the only absolute values on a number field K, up to equivalence, are | · |p for
prime ideals p and extensions of | · |∞. Any other absolute value on K would restrict to an absolute
value on Q that must be equivalent to some | · |p or | · |∞. The following theorem, reworded from
[13, page 163], gives more information about the correspondence between absolute values on K
and Q.
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Theorem 4. LetL/K be an extension generated by the zero α of the irreducible polynomial f(x) ∈
K[x]. Let | · |K be an absolute value on K. Then the absolute values | · |L1 , . . . , | · |Lr extending
| · |K to L are in one-to-one correspondence with the irreducible factors f1(x), . . . , fr(x) in the
decomposition

f(x) = f1(x)m1 · · · fr(x)mr

of f(x) over the completion of K with respect to | · |K .

We use the following well-known theorem to determine how rational primes split in K. A
proof can be found in [16].

Theorem 5. Let K be a number field of degree n with ring of integers OK = Z[α] for some
α ∈ OK . Given a rational prime p, suppose the minimal polynomial f(x) of α over Q gives rise
to the factorization into irreducibles over Z/pZ

f̄(x) = f̄1(x)e1 · · · f̄r(x)er ,

where the bar denotes the natural map Z[x] → Z/pZ[x]. Then if fi(x) ∈ Z[x] is any polynomial
mapping to f̄i(x), the ideal

pi = 〈p, fi(α)〉

is prime and the prime factorization of 〈p〉 in OK is

〈p〉 = pe11 · · · per
r .

Having examined how valuations on Q extend to valuations on number fields, we now turn to
finite extensions of Qp. Let α be an algebraic number, K = Q(α), and p be a prime in OK lying
over p in Z. One might ask how Kp is related to Qp(α). We will consider the case when p does not
split in K. The following theorem, from [4], is useful in addressing this question.

Theorem 6. Let F be a complete field with respect to a discrete valuation v and L a finite extension
of F . Then there is precisely one extension w on L of the valuation v and w = 1

f
v ◦NL/F , where

f is the inertial degree of w over v. The field L is complete with respect to w.

To use this theorem, we first need to establish the following diagram in the case that p does not
split in K.

Kp
BBB

K

~~~
Qp

Q

AAAA {{{
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The containments K ⊂ Kp and Q ⊂ Qp are clear since every field is contained in its completion.
Also, Q ⊆ K by definition of K. Next we show that K contains an isomorphic copy of Qp. Let
x ∈ Qp. Then there is a Cauchy sequence {xn} in Q such that limn→∞ xn = x with respect to | · |p.
Now, {xn} can be viewed as a Cauchy sequence in K. As | · |p is an extension of | · |p, it follows
that limn→∞ xn = x with respect to | · |p as well. Hence, x may be identified with the limit of {xn}
in Kp.

If p does not split in K, there is a unique copy of Qp in Kp. This is due to the fact that there is
only one prime lying over p in K. Hence we may view Qp(α) ⊆ Kp. By restricting the valuation
vp to Qp(α), we obtain a valuation on Qp(α) that is an extension of vp. By Theorem 6, such a
valuation is unique, and Qp(α) is complete with respect to this valuation. But Kp is by definition
the smallest complete field with respect to vp containing K. Hence, it must be that Kp = Qp(α) if
p does not split in K.

2.2 Results from class field theory
In general, it is difficult to obtain information about the class group of a number field. Class field
theory provides a correspondence between certain extensions of a number field and the subgroups
of the class group of that number field. The material for this section can be found in the Introduc-
tion of [12].

Throughout this section, let K be a number field and C the ideal class group of K. We say
that an extension L/K is unramified if every prime of K is unramified in L. Recall that there are
three kinds of primes, namely prime ideals, real valuations, and complex valuations. If p is a prime
ideal, then it is ramified if for some r ≥ 2, pOL ⊆ qr, where q is a prime ideal of L. Now let p be
an infinite prime of K corresponding to a real embedding σ : K → R. Then p ramifies in L if σ
lifts to a complex embedding of L→ C. Otherwise, p splits in L. Complex valuations always split
in extension fields.

Definition 1. LetH be a subgroup ofC. An unramified abelian extensionL ofK is a class field for H
if a prime p of K splits completely in L if and only if [p] ∈ H . The class field of {[OK ]} is called
the Hilbert class field of K.

Note that the Hilbert class field is the maximal abelian unramified extension of K. A priori, it
is not clear that the Hilbert class field (or any class field for that matter) is unique. The following
theorem addresses this concern.

Theorem 7. Let H be a subgroup of C. Then there is a unique class field of H . Furthermore,
every unramified abelian extension of K is the class field of a subgroup of C. If L is the class field
of H , then

Gal(L/K) ∼= C/H.
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Finally, if p is a prime ideal of K, then the inertial degree of p in L is equal to the order of [p]H in
C/H .

The proof of this theorem can be found in [12]. The following corollary will be useful in
proving Proposition 31 in Section 3.3.2.

Corollary 8. Let L be an unramified abelian extension of a number field K. Then every principal
prime ideal of K splits completely in L.

Proof. By Theorem 7, L is the class field of a subgroupH of C. Since [OK ] is the identity element
in C, it follows that [OK ] ∈ H . If p is a principal prime ideal of K, then [p] = [OK ], so [p] ∈ H .
By Definition 1 it follows that p splits completely in L, as desired.

We would like to extend this correspondence to ramified extensions of K. In order to do this,
we need to develop some notation. Define a modulus of K to be a formal product m = m0m∞,
where m0 is a product of prime ideals in OK and m∞ is a (possibly empty) product of infinite
primes. We allow the primes appearing in m0 to have multiplicity greater than one, but the primes
appearing in m∞ appear at most once. Let Im be the group of fractional ideals generated by
the nonzero prime ideals of OK not dividing m0. Consider the subgroup of Im generated by the
principal ideals 〈a〉, where a ∈ K× satisfies

• for all real primes σ dividing m, σ(a) > 0 and

• for all prime ideals p | m, the number of times that p divides a− 1 is greater than or equal to
the number of times that p divides m0.

Call this subgroup Pm and define Cm = Im/Pm. These groups are called the ray class groups of
K.

Note that if m = 1, so m is an empty product of primes, then Im is the group of all fractional
ideals of K. Also, Pm is exactly the subgroup of all principal ideals. In this case, Cm = C is the
class group of K. The wide class number of K, also known as the class number, is |C|. Another
important example of a ray class group requires the following definition.

Definition 2. Let K be a number field. If all infinite primes are real, then K is a totally real field.
If for some α ∈ K, σ(α) ∈ R+ for all embeddings σ : K → Q then α is said to be totally positive.

Now let m = m∞ be the product of all real infinite primes of K. Once again, Im is the group of
all fractional ideals of K. In this case, Pm is the subgroup of all principal ideals that can be gener-
ated by a totally positive element of K. This ray class group is known as the narrow class group,
and |Cm| is the narrow class number of K. Note that Pm may not contain all principal ideals.
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Therefore, the equivalence classes of Cm are smaller than those in C and thus |Cm| ≥ |C|. The
case when equality holds is of interest and will be discussed later.

We are now ready to give a more general definition of a class field as well as a more general
correspondence theorem.

Definition 3. Fix a modulus m of K and let H be a subgroup of Cm. An abelian extension L of K
is a class field for H if a prime ideal p of K splits completely in L if and only if [p] ∈ H .

In addition to giving a more general correspondence between the subgroups of Cm and the
extensions ofK, the following theorem shows that the more general definition of class field reduces
to Definition 1 if the modulus m is taken to be the empty product.

Theorem 9. Fix a modulus m of K. For each subgroup of Cm there is a unique class field. Fur-
thermore, every abelian extension of K is the class field of a subgroup of some ray class group. If
L is the class field of a subgroup H of Cm, then

Gal(L/K) ∼= Cm/H.

Finally, the prime ideals p of K not dividing m are unramified in L and the inertial degree of p is
equal to the order of [p]H in Cm/H .

Again the proof of this theorem can be found in [12]. The following corollary will be used in
the proof of Proposition 31.

Corollary 10. Let m be the product of all infinite primes of K and suppose that Cm = C. If L/K
is an abelian extension that is unramified at all finite primes, then this extension is also unramified
at all infinite primes.

Proof. Let F be the class field of the trivial subgroup of Cm. (Theorem 9 guarantees the existence
and uniqueness of F .) Then F contains all abelian extensions of K that are unramified at all finite
primes. In particular, F contains the Hilbert class field of K, call this HK . But

[F : K] = |Cm| = |C| = [HK : K],

so we must have F = HK . Therefore, F is an unramified extension since HK is. It follows that
every intermediate field of F/K is also unramified, so L is unramified at the infinite primes, as
claimed.

Now we return to the question of when the narrow and wide class groups are the same. By
definition, this occurs if and only if every principal ideal of OK can be generated by a totally
positive element.
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Definition 4. Let K be a totally real number field of degree n over Q and σ1, . . . , σn : K → R be
the embeddings ofK. The signature of α ∈ K× is an n-tuple of + and−, where the i-th coordinate
is + if σi(α) > 0 and − if σi(α) < 0.

Totally positive elements are exactly those whose signatures have a + in every coordinate.
Note that when multiplying two elements, their signatures also multiply coordinatewise by the
usual rules. Namely, + ·+ = +,+ · − = −, and − · − = +. Therefore multiplying two elements
with the same signature yields a totally positive element. By examining the signatures of units of
OK , we can decide when the narrow and wide class numbers are equal.

Lemma 11. If every signature of an element in OK can be obtained from unit of OK , then the
narrow and wide class numbers of K are equal.

Proof. Consider the principal ideal 〈α〉 for some α ∈ K×. By assumption, there is a unit ε ∈ O×K
with the same signature as that of α. Therefore, εα is totally positive and generates 〈α〉. Hence,
every principal ideal can be generated by a totally positive element and so the narrow and wide
class numbers of K are equal, as claimed.

These results indicate that it is useful to know the primes at which an extension is ramified.
The following lemma will prove useful in answering this question about quadratic extensions. An
outline of the proof can be found in [21, page 182].

Theorem 12. Let L be a number field in which 2 is inert and let α ∈ L be relatively prime to
2. Then, L (

√
α/L) is unramified at the prime above 2 if and only if α is congruent to a square

modulo 4. This extension is unramified at the other finite primes of L if and only if the (fractional)
ideal 〈α〉 is the square of an ideal of L. If L is totally real, then the extension is unramified at the
infinite primes if and only if α is totally positive.

2.3 Elliptic curves
Throughout this section, let E be an elliptic curve defined over Q given by

y2 = (x− α)(x− β)(x− γ),

with α, β, γ distinct. It is a well known fact that the rational points on an elliptic curve form a
finitely generated abelian group. We assume the reader is familiar with the operation in this group.
Throughout the paper the identity element is denoted ∞ and a nonidentity point P ∈ E(Q) is
represented as P = (x, y). In writing P = (x, y) we are assuming that P 6=∞. We write E[2] for
the 2-torsion points of E over some fixed algebraic closure Q. In particular, E[2] is not necessarily
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contained in E(Q). It follows from the definition of addition on an elliptic curve that the only
2-torsion points are

E[2] = {(α, 0), (β, 0), (γ, 0),∞}.

Let K/Q be a finite extension and let σ ∈ Gal(Q/Q). Then for a point P = (x, y) ∈ E(K),
we define

P σ = (σ(x), σ(y)).

Using the fact that the formulae for addition on an elliptic curve are rational expressions in the
coordinates of the points and the fact that σ is a field homomorphism, it follows that

(P1 + P2)
σ = P σ

1 + P σ
2 .

For any field K, we write 2E(K) = {P ∈ E(K) : P = 2Q for some Q ∈ E(K)}. The
following results characterize the points in 2E(K). Proposition 13 is a generalization of a result
found in [19]. Proposition 15 can be found in [8].

Proposition 13. Let K be a field of characteristic not equal to 2 or 3. Let f(x) ∈ K[x] be a cubic
polynomial with distinct zeros and let E be the elliptic curve y2 = f(x). Let (d, e) ∈ E(K) and
let

f(x+ d) = ax3 + bx2 + cx+ e2,

with a, b, c, e ∈ K. Then (d, e) ∈ 2E(K) if and only if

q(x) = x4 − 2bx2 − 8aex+ b2 − 4ac

has a zero in K.

Proof. Assume that (d, e) ∈ 2E(K). Then there is some (x0, y0) ∈ E(K) such that 2 (x0, y0) =
(d, e). By definition of addition on the elliptic curve, there is a line, `, through (d,−e) that is
tangent to y2 = f(x) at (x0, y0). The formula for ` is y + e = m(x− d) for some slope m. To see
that m ∈ K, recall that m = y0+e

x0−d and x0, y0, d, e ∈ K. Note that if x0 = d, then ` is a vertical line
and so (d, e) = 2 (x0, y0) =∞, a contradiction. Solving for y and substituting this expression into
y2 = f(x) yields (m(x− d)− e)2 = f(x). Evaluating this equation at x+ d gives

(mx− e)2 = f(x+ d) = ax3 + bx2 + cx+ e2. (1)

Note that the solutions to this equation are x0 − d and 0 since by construction the solutions to
this equation are the points that lie on both ` and the elliptic curve. Since ` is tangent to the elliptic
curve at (x0, y0), Equation (1) has a double root at x0 − d. Therefore,

ax3 + bx2 + cx+ e2 − (mx− e)2 = ax (x− (x0 − d))2
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which reduces to (
b−m2

a

)
x+

(
c+ 2me

a

)
= −2 (x0 − d)x+ (x0 − d)2 .

Equating the linear coefficients and solving for x0 gives x0 = 1
2a

(m2 − b) + d. Substituting this
expression into the formula for the line y = m(x− d)− e gives y0 = m

2a
(m2 − b)− e.

Differentiating y2 = f(x) with respect to x, we get

2y
dy

dx
= 3x2 + 2bx+ c.

Since ` is tangent to the elliptic curve at (x0, y0), it follows that dy
dx
|(x0,y0) = m. Hence,

2y0m = 3x2
0 + 2bx0 + c.

Substituting the above expressions for x0 and y0 and simplifying we obtain

0 = m4 − 2bm2 − 8aem+ b2 − 4ac = q(m).

Therefore, if (d, e) ∈ 2E(K) then m ∈ K is a zero of q(x), as desired.
Now suppose that m ∈ K is a zero of q(x). Let

x0 =
1

2a

(
m2 − b

)
+ d and y0 =

m

2a

(
m2 − b

)
− e.

Note that x0, y0 ∈ K, since a, b, d, e,m ∈ K. We will show that (x0, y0) ∈ E(K) and 2 (x0, y0) =
(d, e). Using the fact that m is a zero of q(x) we obtain(

m2 − b
)2

= m4 − 2bm2 + b2 = 8aem+ 4ac.

This can be used to show that (x0, y0) satisfies y2 = f(x), so (x0, y0) ∈ E(K).
Now, let y = Mx + B be the line through (x0, y0) that is tangent to y2 = f(x). The slope M

is equal to the derivative of the elliptic curve at the point (x0, y0) and so 3x2
0 + 2bx0 + c = 2y0M .

Substituting in the expressions for x0 and y0, then using the fact that 0 = m4 − 2bm2 − 8aem +
b2 − 4ac, we get M = m. Similarly, by substituting the formulae for x0 and y0 into the equation
y = mx+B, we obtain B = −md− e.

Therefore the line y = Mx+B is tangent to (x0, y0) and intersects the elliptic curve at (d,−e).
It follows that (x0, y0) ∈ E(K) satisfies 2 (x0, y0) = (d, e), as desired.
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Note that the proof gives rational expressions for x0 and y0 in terms of m and elements of Q.
Therefore, the action of Gal(Q/Q) on the zeros of q(x) induces an action on the points (x0, y0)
satisfying 2 (x0, y0) = (d, e). Let m1,m2,m3,m4 ∈ Q be the zeros of q(x) and (x1, y1), (x2, y2),
(x3, y3), (x4, y4) be the corresponding solutions to 2 (xi, yi) = (d, e). Recall that σ ∈ Gal(Q/Q)
permutes the mi. If σ (mi) = mj , then σ (xi, yi) = (xj, yj). Furthermore, the above proof shows
that Q (mi) = Q (xi, yi) for 1 ≤ i ≤ 4.

Before giving another characterization of the points in 2E(K), we make some observations
about the relationship between the cubic polynomial f(x) and the associated quartic polynomials
q(x). Recall that the the cubic resolvent of a quartic polynomial of the form q(x) = x4+ay2+by+c
is

h(x) = x3 + 2ax2 +
(
a2 − 4c

)
x− b2.

One can show that if u, v, w are the zeros of h(x), then 1
2

(
√
u± (

√
v +
√
w)) and

1
2

(−
√
u± (

√
v −
√
w)) are the zeros of q(x). Furthermore, this relationship between the zeros

can be used to show that q(x) and h(x) have the same discriminant.
With notation as in Proposition 13, we see that the cubic resolvent of q(x) is

x3 + 2(−2b)x2 +
(
(2b)2 − 4

(
b2 − 4c

))
x− (−8e)2 = x3 − 4bx2 + 16cx− 64e2

= −64

(
x3

−64
+
bx2

16
− cx

4
+ e2

)
= −64f

(
−x
4

+ d

)
.

Note that if x1, x2, x3 are the zeros of f(x), then 4 (d− x1) , 4 (d− x2) , 4 (d− x3) are the zeros of
−64f

(−x
4

+ d
)
. Therefore,

∆q(x) = ∆−64f(−x
4

+d)

=

[ ∏
1≤i<j≤3

(4 (d− xi)− 4 (d− xj))

]2

=

[
64

∏
1≤i<j≤3

(xi − xj)

]2

= 642∆f(x),

so the discriminants of f(x) and q(x) differ by a square. This relationship will be used in Sec-
tion 3.4.

The following theorem provides additional information about the fields generated by these
polynomials.
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Theorem 14. Let K be a cubic number field. Let g = 1, if Gal(K/Q) ∼= S3 and let g = 1/3,
if Gal(K/Q) ∼= Z/3Z. Let h∗ be the number of elements in the ideal class-group of K of order
exactly two. Then there exist gh∗ quadruplets of conjugate quartic fields K4 such that ∆K4 = ∆K

and K ⊂ K4, where K4 is the Galois closure of K4.

The proof of this theorem relies on characters of S4, Artin L-functions, and Dedekind zeta
functions [6]. This theorem allows us to find the number of quartic fields over K with the same
discriminant such thatK is contained in the Galois closure of the quartic field. It does not, however,
give a way of finding this collection of conjugate quartic fields. In this paper, we will use elliptic
curves to explicitly compute the quartic fields in some special cases.

We now return to the question of characterizing points in 2E(K). The following theorem can
be found in [8]. The proof given here has been modified to make use of Proposition 13.

Proposition 15. LetE be an elliptic curve over a field of characteristic not equal to 2 or 3. Suppose
E is given by

y2 = (x− α)(x− β)(x− γ) = x3 + rx2 + sx+ t = f(x),

with α, β, γ ∈ K. If (d, e) ∈ E(K) then (d, e) ∈ 2E(K) if and only if d− α, d− β, d− γ ∈ K2.

Proof. Fix (d, e) ∈ E(K). Assume there is some (x0, y0) ∈ E(K) such that 2 (x0, y0) = (d, e).
Let y = mx + b be the line tangent to E at (x0, y0). Note that both (x0, y0) and (d,−e) are on
E(K) as well as the line y = mx+ b. Hence for these two points,

(x− α)(x− β)(x− γ) = y2 = (mx+ b)2.

Since y = mx+ b is tangent to E(K) at (x0, y0), x0 is a double root of

(x− α)(x− β)(x− γ)− (mx+ b)2 = 0,

and the third root is d. Hence,

(x− α)(x− β)(x− γ)− (mx+ b)2 = (x− d) (x− x0)
2 . (2)

Let x = α. Then Equation (2) becomes

−(mα + b)2 = (α− d) (α− x0)
2 .

Providing α 6= x0 it follows that

d− α =

(
mα + b

α− x0

)2

,

which is a square in K, as desired.
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Suppose for a contradiction that α = x0. Then (x0, 0) is on the elliptic curve. Furthermore,
2 (x0, 0) = 2(α, 0) = ∞. But we assumed that 2 (x0, y0) = (d, e) 6= ∞, a contradiction. Thus,
α 6= x0 and d− α ∈ K2 as claimed.

Letting x = β and x = γ in Equation (2), one can use a similar argument to see that d− β, d−
γ ∈ K2 as claimed.

Now assume that d−α, d−β, d−γ ∈ K2, so we can write d−α = α2
1, d−β = β2

1 , d−γ = γ2
1

for some α1, β1, γ1 ∈ K. Let g(x) = f(x + d) ∈ K[x] and let E ′ be the elliptic curve defined by
y2 = g(x). Note that g(0) = f(d) = e2, so g(x) = x3+bx2+cx+e2 where b = −(α+β+γ−3d) =
α2

1 + β2
1 + γ2

1 and c = (d− α)(d− β) + (d− α)(d− γ) + (d− β)(d− γ) = α2
1β

2
1 + α2

1γ
2
1 + β2

1γ
2
1 .

Furthermore, we have that e2 = −(α− d)(β − d)(γ − d) = (d− α)(d− β)(d− γ) = (α1β1γ1)
2.

Without loss of generality, we can choose the signs on α1, β1, γ1 so that e = −α1β1γ1.
We claim that in order to show that (d, e) ∈ 2E(K), it suffices to show that (0, e) ∈ 2E ′(K).

Suppose that (0, e) = 2 (x1, y1) for some (x1, y1) ∈ E ′(K). Then (x1 + d, y1) ∈ E(K) since
f (x1 + d) = g (x1) = y2

1 . Furthermore, 2 (x1 + d, y1) = (d, e) since E is simply a translation
of E ′ and addition on an elliptic curve is translation invariant. Thus if (0, e) ∈ 2E ′(K) then
(d, e) ∈ 2E(K), as claimed.

By Proposition 13, (0, e) ∈ 2E ′(K) if and only if

q(x) = x4 − 2bx2 − 8ex+ b2 − 4c = (b− x2)2 − 4(c− 2ex)

has a zero in K. Let m = α1 − β1 − γ1 ∈ K. By using the expressions for b, c and e in terms of
α1, β1, γ1, d, it is easy to see that (b−m2)2 = 4(c− 2em). Therefore, m ∈ K is a zero of q(x), as
desired.

We now introduce an important homomorphism between an elliptic curve over a field K and
the multiplicative group K×/ (K×)

2. This homomorphism is central to the proof of Theorem 27
in Section 3.3.2. Proposition 16 and Corollary 17 can both be found in [8].

Proposition 16. Let K be a field of characteristic not equal to 2 or 3 and E be the elliptic curve
defined by

y2 = (x− α)(x− β)(x− γ),

with α, β, γ ∈ K distinct. Define ϕ̂α : E(K)→ K×/ (K×)
2 by

ϕ̂α(P ) =


(x− α) (K×)

2 if P = (x, y) with x 6= α

(α− β)(α− γ) (K×)
2 if P = (α, 0)

(K×)
2 if P =∞.

Then ϕ̂α is a group homomorphism.
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Proof. Note that ϕ̂α depends only on the x-coordinate of the point, so ϕ̂α((x, y)) = ϕ̂α((x,−y)).
Under the addition on an elliptic curve, (x,−y) = −(x, y), so ϕ̂α(P ) = ϕ̂(−P ) for any P ∈
E(K)−{∞}. Since∞ = −∞, ϕ̂α(∞) = ϕ̂α(−∞) as well. Further, inK×/ (K×)

2 every element
is its own inverse so ϕ̂α(P ) = ϕ̂α(P )−1. Hence, it suffices to show that for P1, P2, P3 ∈ E(K),
with P1 + P2 + P3 = ∞, ϕ̂α (P1) ϕ̂α (P2) ϕ̂α (P3) = (K×)

2. This is clear if more than one of the
Pi is equal to∞, so suppose that exactly one of the Pi = ∞. Without loss of generality, assume
P3 =∞. Then P1 = −P2, so ϕ̂α (P1) = ϕ̂α (−P2) = ϕ̂α (P2). Hence,

ϕ̂α (P1) ϕ̂α (P2) ϕ̂α (P3) = ϕ̂α (P1) ϕ̂α (P1)
(
K×
)2

=
(
K×
)2
,

as desired. Therefore, assume Pi = (xi, yi) for i = 1, 2, 3.
Suppose that (xi, yi) 6= (α, 0) for i = 1, 2, 3. By the definition of addition on an elliptic curve,

the three points Pi lie on some line y = mx+ b. Since each xi satisfies

(x− α)(x− β)(x− γ) = y2 = (mx+ b)2,

it follows that

(x− α)(x− β)(x− γ)− (mx+ b)2 = (x− x1) (x− x2) (x− x3) .

By substituting x = α we have (mα + b)2 = (x1 − α) (x2 − α) (x3 − α). Thus,

ϕ̂α(P1)ϕ̂α(P2)ϕ̂α(P3) = (x1 − α) (x2 − α) (x3 − α)
(
K×
)2

= (mα + b)2
(
K×
)2

=
(
K×
)2
.

Now suppose that at least one of the (xi, yi) = (α, 0). Without loss of generality, say (xi, yi) =
(α, 0). Then (xj, yj) 6= (α, 0) for j = 2, 3, since otherwise, the third point would be ∞. Let
y = mx+ b be the line through P1, P2 and P3. Again,

(x− α)(x− β)(x− γ)− (mx+ b)2 = (x− x1) (x− x2) (x− x3) . (3)

So (x − α) | (mx + b)2 in K[x], which is a unique factorization domain. Now, (mx + b)2 =

m2
(
x+ b

m

)2 and so x − α = x + b
m

. Since K[x] is an integral domain, it follows from Equation
(3) that

(x− β)(x− γ)−m2(x− α) = (x− x2) (x− x3) .

Letting x = α in the above, we have

ϕ̂α (P1) = ϕ̂α((α, 0)) = (α− β)(α− γ)
(
K×
)2

= (α− x2) (α− x3)
(
K×
)2

= ϕ̂α (P2) ϕ̂α (P3) .
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Thus,
ϕ̂α (P1) ϕ̂α (P2) ϕ̂α (P3) = ϕ̂α (P2)

2 ϕ̂α (P3)
2 =

(
K×
)2
,

as desired.
Hence, ϕ̂α is a homomorphism.

Note that if P ∈ 2E(K), we may write P = 2Q for some Q ∈ E(K). Then ϕ̂α(P ) =
ϕ̂α(2Q) = ϕ̂α(Q)2 = (K×)

2, so 2E(K) ⊆ ker ϕ̂α. Hence ϕ̂α induces a homomorphism

ϕα : E(K)/2E(K)→ K×/
(
K×
)2
.

Note that the homomorphism in Proposition 16 could be defined with β or γ in place of α. The
proof is valid in these cases as well, and we define ϕβ and ϕγ analogously to ϕα.

Corollary 17. Let K be a field of characteristic not equal to 2 or 3. With notation as above,

ϕα × ϕβ × ϕγ : E(K)/2E(K)→
(
K×/

(
K×
)2)× (K×/ (K×)2)× (K×/ (K×)2)

is one-to-one.

Proof. Let P ∈ E(K) such that ϕα(P ) = ϕβ(P ) = ϕγ(P ) = (K×)
2. We will show that P ∈

2E(K).
First consider the case where P 6∈ E[2]. Then P = (x, y) with (x − α), (x − β), (x − γ) ∈

(K×)
2. By Proposition 15, there is some (x′, y′) ∈ E(K) such that 2 (x′, y′) = (x, y), so (x, y) ∈

2E(K), as desired.
Now assume that (x, y) = (α, 0). Then(

K×
)2

= ϕα(x, y) = (α− β)(α− γ)
(
K×
)2 (4)

and (
K×
)2

= ϕβ(x, y) = (α− β)
(
K×
)2
. (5)

Together, Equations (5) and (4) imply that α−β ∈ (K×)
2 and α−γ ∈ (K×)

2. Since α−α = 0 ∈
K2, Proposition 15 implies that (x, y) ∈ 2E(K). Similarly, if (x, y) = (β, 0) or (x, y) = (γ, 0),
then (x, y) ∈ 2E(K).

Finally, consider P = ∞. We have ϕα(∞) = ϕβ(∞) = ϕγ(∞) = (K×)
2, so ∞ ∈

ker (ϕα × ϕβ × ϕγ). Also,∞ =∞+∞ ∈ 2E(K), so∞ ∈ 2E(K).
Hence ϕα × ϕβ × ϕγ is one-to-one, as desired.
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Note that Theorem 16 and Corollary 17 hold for any field of characteristic zero. This is impor-
tant as we will use these homomorphisms for elliptic curves defined over Qp.

Let f(x) = (x− α)(x− β)(x− γ) ∈ Q[x] be irreducible over Q, and let K = Q(α). Assume
that K is Galois over Q, so α, β, γ are conjugates over Q.

For each rational prime p ≤ ∞, let Qp be the completion of Q with respect to | · |p. Recall that
if p splits in K, then f(x) splits into three distinct linear factors modulo p. Therefore, Theorem 2
implies that f(x) has three distinct zeros in Zp. By a slight abuse of notation, we let α, β, γ denote
these elements of Qp. Thus, if p splits in K we can embed K ↪→ Q3

p by

α 7→ (α, β, γ) .

(We extend this to all points in K by writing them in terms of the basis {1, α, α2} and then using
the fact that the embedding is a homomorphism that fixes Q.) Hence, if p splits in K we can define

λp : E (Qp)→
(
Q×p /

(
Q×p
)2)× (Q×p /

(
Q×p
)2)× (Q×p /

(
Q×p
)2)

by

P 7→



((x− α)(Q×p )2, (x− β)(Q×p )2, (x− γ)(Q×p )2) if P = (x, y) /∈ E[2]

((α− β)(α− γ)(Q×p )2, (α− β)(Q×p )2, (α− γ)(Q×p )2) if P = (α, 0)

((β − α)(Q×p )2, (β − α)(β − γ)(Q×p )2, (β − γ)(Q×p )2) if P = (β, 0)

((γ − α)(Q×p )2, (γ − β)(Q×p )2, (γ − α)(γ − β)(Q×p )2) if P = (γ, 0)

((Q×p )2, (Q×p )2, (Q×p )2) if P =∞.

Note that with Qp being the field in Corollary 17,

λp = ϕα × ϕβ × ϕγ.

Therefore, this corollary implies that λp is a monomorphism. In the rest of the paper we will write(
Q×p /

(
Q×p
)2)3

for
(
Q×p /

(
Q×p
)2)×(Q×p /

(
Q×p
)2)×(Q×p /

(
Q×p
)2) and we will drop the

(
Q×p
)2

when writing cosets. This will not create any ambiguity.
We would like to define λp for all rational primes, but this would require that f(x) have three

distinct zeros in Qp. As we shall now see, this is not the case. Suppose that p is inert in K. Then
f(x) is irreducible modulo p. If f(x) had a zero in Zp, say a, then by reducing a modulo p, ā
would be a zero of f(x) modulo p, a contradiction. Hence, if p is inert in K then f(x) does not
have a zero in Zp. Note that any zero of f(x) is an algebraic integer, so if f(x) is inert then f(x)
does not have a zero in Qp.
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Now suppose that p is ramified in K, so there is a single prime p lying over p in K. Therefore
there is only one extension of | · |p to Kp, where Kp is the completion of K with respect to | · |p.
By Theorem 4 it follows that f(x) has only one irreducible factor in Qp[x]. That is, f(x) = g(x)m

for some g(x) ∈ Qp[x],m ∈ Z+. As the degree of f(x) is 3, either g(x) is a linear polynomial
and m = 3 or g(x) is a cubic polynomial and m = 1. Suppose for a contradiction that m = 3.
Then f(x) = 0 has a triple root in Qp. Note that if K ⊆ Qp then the zeros of f(x) in Qp are
α, β, γ, which are distinct, contradicting that f(x) = g(x)3. Since K ∩ Qp is a subfield of K and
[K : Q] = 3, it follows that K ∩Qp = Q. Then Kp has at least six zeros (counting multiplicities)
of f(x), three from each of K and Qp. This is impossible since f(x) is of degree 3 and Kp is a
field. Hence, it must be that m = 1 and f(x) is irreducible over Qp. Therefore, if p does not split
then f(x) does not have a zero in Qp.

If p does not split in K, then p ramifies or is inert and there is a unique prime ideal p of OK
lying over p. Let Kp be the completion of K with respect to | · |p. Define

λp : E (Qp)→ K×p /
(
K×p
)2

by

P 7→

{
(x− α)

(
K×p
)2 if P = (x, y)(

K×p
)2 if P =∞.

By Proposition 16 there is a homomorphism ϕ̂α : E (Kp) → K×p /
(
K×p
)2 that restricts to λp on

E (Qp) provided that α /∈ Qp. We showed above that if p does not split in K then f(x) has no
zeros in Qp. In particular, α /∈ Qp so λp is a group homomorphism.

We would like to consider the intersection of Imλp for all primes p, but each λp maps to a dif-
ferent codomain. Recall that K embeds into Q3

p and Kp. These induce embeddings of K×/ (K×)
2

into
(
Q×p /

(
Q×p
)2)3

and K×p /
(
K×p
)2. Let ip : K×/ (K×)

2
↪→
(
Q×p /

(
Q×p
)2)3

be the embedding

if p splits and ip : K×/ (K×)
2
↪→ K×p /

(
K×p
)2 be the embedding if p does not split. By taking the

preimage of Imλp ∩ ip
(
K×/ (K×)

2
)

under ip we obtain a subgroup of K×/ (K×)
2.

Definition 5. The 2-Selmer group of K, denoted S2, is

S2 =
⋂
p

i−1
p

(
Imλp ∩ ip

(
K×/

(
K×
)2))

,

where the intersection is taken over all primes, finite and infinite, of Q.

Note that since each i−1
p

(
Imλp ∩ ip

(
K×/ (K×)

2
))

is a subgroup of K×/ (K×)
2, it follows

that S2 is a subgroup of K×/ (K×)
2. Furthermore for all p, λp|E(Q) maps into ip

(
K×/ (K×)

2
)
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since x − α, x − β, x − γ ∈ K×. Define ϕ : E(Q) → S2 by ϕ(x, y) = (x − α) (K×)
2 and

ϕ(∞) = (K×)
2, so ϕ is essentially the restriction λp|E(Q) for all p. It follows from Proposition 15

that kerϕ = 2E(Q). So ϕ induces a monomorphism ϕ : E(Q)/2E(Q) → S2 such that the
following diagram commutes.

E(Q)
ϕ //

��

S2

E(Q)/2E(Q)

ϕ

::vvvvvvvv

Recall that the domain of λp is E (Qp), so ϕ need not be surjective. This leads to the following
definition.

Definition 6. The 2-part of the Tate-Shafarevich group of K, denoted X2, is defined such that the
sequence

0→ E(Q)/2E(Q)→ϕ S2 →X2 → 0

is exact. We will identify X2 with S2/ Imϕ.

Note that if all of the elements in S2 come from points on E(Q), then X2 is trivial. Heuristi-
cally, X2 measures how much of S2 comes from points not on E(Q).

2.4 Characters and zeta functions
In this section we give a brief review of characters of group representations and Dedekind zeta
functions. We prove Proposition 19, which is a special case of a result of Heilbronn [6].

Definition 7. Let V be a finite dimensional vector space over C. A representation of a finite group
G is a homomorphism f : G → GL(V ). The character of the representation f is the function
χ : G → C given by χ(g) = Trace f(g). The character of the trivial representation is called the
principal character.

Using the properties of the trace of a matrix, it is not difficult to check that a character of
a group is constant on conjugacy classes of the group. A character table of a group G lists all
conjugacy classes C of G, the number of elements in each class, denoted n(C), and the value of
each character on each conjugacy class.

A character χ of a subgroup H of G induces a character on G as follows. Partition G into right
cosets of H , say G =

⋃n
i=1Hαi. Extend χ to all of G by letting

χ(g) =

{
χ(g) if g ∈ H
0 if g /∈ H.

19



The induced characters χ∗ of G is defined to be

χ∗(g) =
n∑
i=1

χ
(
αigα

−1
i

)
.

Definition 8. Let G be a finite group and f : G → GL(V ) be a representation. An f -invariant
subspace W of V is a subspace of V such that f(g)(W ) ⊆ W for all g ∈ G. We say that f is an
irreducible representation if V has no proper nontrivial f -invariant subspaces. A character of G
is said to be irreducible if it is the character of an irreducible representation.

Often character tables for a group list only the irreducible characters of the group.

Definition 9. Let K be a number field. The Dedekind zeta function of K, defined for s ∈ C such
that <(s) > 1, is

ζK(s) =
∑

a

1

N(a)s
,

where the sum is taken over all nonzero ideals of OK and N(a) is the norm of the ideal a.

The Dedekind zeta function converges for all s ∈ C such that <(s) > 1. Let rK be the number
of real embeddings of K and 2tK the number of complex embeddings of K. The Dedekind zeta
function can be extended to a meromorphic function on C via the functional equation

ΛK(s) = |∆K |1/2−sΛK(1− s),

where
ΛK(s) = π−rKs/2(2π)−tKsΓ

(s
2

)rK
Γ(s)tKζK(s). (6)

We note that the gamma function, Γ, is independent ofK. (More information about Γ can be found
in [13].)

Characters and Dedekind zeta functions are related via Artin L-series. These are functions of
s that depend on a Galois extension L/K and a character of the Galois group. In the proof of
Proposition 19, we need the properties of Artin L-functions given in the following theorem that
can be found, with proof, in [14].

Theorem 18. Let L/K be a Galois extension.

1. For the principal character χ = 1 we obtain the Dedekind zeta function

L(s, χ, L/K) = ζK(s).
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Table 1: Irreducible Characters of A4

C n(C) χ1 χ2 χ3 χ4

(1) 1 1 1 1 3
(12)(34) 3 1 1 1 −1
(123) 4 1 e2iπ/3 e4iπ/3 0
(132) 4 1 e4iπ/3 e2iπ/3 0

2. If χ1, χ2 are two characters of Gal(L/K), then

L (s, χ1 + χ2, L/K) = L (s, χ1, L/K)L (s, χ2, L/K) .

3. If M is an intermediate field, K ⊆M ⊆ L, ϕ a character of Gal(L/M), and ϕ∗ the induced
character of Gal(L/K), then

L(s, ϕ∗, L/K) = L(s, ϕ, L/M).

The following proposition will be needed in Section 3.4 in the proof of Proposition 37. This
proposition is a special case of part of the proof of Theorem 14, and the proof given here is based
on Heilbronn’s proof [6].

Proposition 19. Let F be a Galois extension of Q with Gal(F/Q) ∼= A4. Let K be the unique
cubic subfield of F ,Mj be the quartic subfields of F for j = 1, 2, 3, 4, and Li be the sextic subfields
of F for i = 1, 2, 3. If rLi

= 2 + rMj
and tLi

= tMj
, then

|∆Li
| = |∆K ||∆Mj

|

for any i ∈ {1, 2, 3} and j ∈ {1, 2, 3, 4}.

Proof. For each conjugacy class C of A4 = Gal(F/K), let n(C) denote the number of elements
of A4 in the conjugacy class. The table of irreducible characters for A4 = Gal(F/Q) is shown in
Table 1.

Fix i ∈ {1, 2, 3} and j ∈ {1, 2, 3, 4}. Let ϕ, ψ, γ be the principal characters for Gal(F/K),
Gal (F/Mj), Gal (F/Li), respectively. Let W,A, V be the subgroups of A4 corresponding to
Gal(F/K), Gal (F/Mj), Gal (F/Li), respectively, under the isomorphism Gal(F/Q) ∼= A4.
Writing

A4 = W ∪W (123) ∪W (132)

= A ∪ A(12)(34) ∪ A(13)(24) ∪ A(14)(23)

= V ∪ V (123) ∪ V (124) ∪ V (132) ∪ V (142) ∪ V (13)(24)
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Table 2: Induced Characters of A4

C ϕ∗ ψ∗ γ∗

(1) 3 4 6
(12)(34) 3 0 2
(123) 0 1 0
(132) 0 1 0

we find the induced characters of ϕ, ψ, and γ of A4, shown in Table 2.
Note that these induced characters can be written in terms of the irreducible characters as the

sums ϕ∗ = χ1 + χ2 + χ3, ψ∗ = χ1 + χ4, and γ∗ = χ1 + χ2 + χ3 + χ4. This together with
Theorem 18 gives that for all s ∈ C such that <(s) > 1,

ζ(s) = L (s, χ1, F/Q)

ζK(s) = L(s, ϕ, F/K) = L (s, ϕ∗, F/Q) = L (s, χ1 + χ2 + χ3)

= L (s, χ1, F/Q)L (s, χ2, F/Q)L (s, χ3, F/Q)

ζMj
(s) = L (s, ψ, F/Mj) = L (s, ψ∗, F/Q) = L (s, χ1 + χ4, F/Q)

= L (s, χ1, F/Q)L (s, χ4, F/Q)

ζLi
(s) = L (s, γ, F/Li) = L (s, γ∗, F/Q) = L (s, χ1 + χ2 + χ3 + χ4, F/Q)

= L (s, χ1, F/Q)L (s, χ2, F/Q)L (s, χ3, F/Q)L (s, χ4, F/Q) .

Therefore,

ζ(s)ζLi
(s) = [L (s, χ1, F/Q)] [L (s, χ1, F/Q)L (s, χ2, F/Q)L (s, χ3, F/Q)L (s, χ4, F/Q)]

= [L (s, χ1, F/Q)L (s, χ2, F/Q)L (s, χ3, F/Q)] [L (s, χ1, F/Q)L (s, χ4, F/Q)]

= ζK(s)ζMj
(s).

Note that Q has one real embedding and no complex embeddings. Also, since K corresponds
to the only normal subgroup of A4, K is Galois. Since K is a cyclic cubic extension, it must be
that K ⊆ R. Manipulating Equation (6) gives

ζ(s) = πs/2Γ
(s

2

)−1

Λ(s)

ζK(s) = π3s/2Γ
(s

2

)−3

ΛK(s)
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ζMj
(s) = πrMj

s/2(2π)tMj
sΓ
(s

2

)−rMj
Γ(s)−tMj ΛMj

(s)

ζLi
(s) = πrLi

s/2(2π)tLi
sΓ
(s

2

)−rLi
Γ(s)−tLi ΛLi

(s).

Substituting these expressions for the zeta functions into ζ(s)ζLi
(s) = ζK(s)ζMj

(s) and using
1 + rLi

= 3 + rMj
and tLi

= tMj
yields

Λ(s)ΛLi
(s) = ΛK(s)ΛMj

(s), (7)

for all s ∈ C such that <(s) > 1. The functional equations for Dedekind zeta functions imply that

|∆Li
|1/2−sΛ(1− s)ΛLi

(1− s) = |∆K |1/2−s|∆Mj
|1/2−sΛK(1− s)ΛMj

(1− s).

Letting s = −1/2 in the above equation we have

|∆Li
|Λ(3/2)ΛLi

(3/2) = |∆K ||∆Mj
|ΛK(3/2)ΛMj

(3/2).

As Equation (7) holds for s = 3/2 > 1, it follows that |∆Li
| = |∆K ||∆Mj

|, as claimed.

3 The simplest cubic fields
In this section we discuss the results in [19]. We begin by defining a family of cubic polynomials
that were studied by Shanks [15]. In the first subsection, we establish some basic properties of these
polynomials and their associated fields. Next, we prove two results about the divisibility of the
class numbers of the cubic fields generated by these polynomials. Finally, we obtain information
about the 2-part of the class groups via methods of elliptic curves. The results in the second and
third subsections are entirely independent, but both require the basic properties presented in the
first section.

3.1 Properties of Shanks’ simplest cubic fields
Define

f(x) = x3 +mx2 − (m+ 3)x+ 1,

where m ≥ 0 is an integer such that m 6≡ 3 (mod 9). Note that f(x) is irreducible over Q since
f(1) 6= 0 and f(−1) 6= 0.

By evaluating f at −m − 2 and −m − 1 and using the intermediate value theorem, we see
that f(x) has a real zero, call it ρ, between −m − 2 and −m − 1. Let K = Q(ρ). Since f(x) is
irreducible over Q, [K : Q] = 3. Define

ρ′ = 1/(1− ρ) and ρ′′ = 1− 1/ρ.
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It is easy to check that

f (ρ′) =
−f(ρ)

(1− ρ)3
= 0 and f (ρ′′) =

−f(ρ)

ρ3
= 0,

so ρ′ and ρ′′ are the two other zeros of f(x). Since ρ′, ρ′′ are rational expressions in ρ it follows
that ρ′, ρ′′ ∈ K = Q(ρ). So K is a Galois extension of Q. To fix notation, we let Gal(K/Q) =
{σ1, σ2, σ3}, where σ1 is the identity and σ2(ρ) = ρ′. Note that since ρ ∈ R and K is Galois, K is
a totally real field.

Next we show that the discriminant of f(x) is D2 = (m2 + 3m+ 9)
2. Solving f(ρ) = 0 for m

yields

m =
ρ3 − 3ρ+ 1

ρ− ρ2
.

Using the expressions for ρ′, ρ′′ in terms of ρ it is easy to show that

D = (ρ− ρ′)(ρ− ρ′′)(ρ′ − ρ′′) =
(ρ2 − ρ+ 1)

3

(ρ− ρ2)2 .

Substituting the equation for m into m2 + 3m+ 9 shows that D = m2 + 3m+ 9, as desired.
We claim that m 6≡ 3 (mod 9) implies that D 6≡ 0 (mod 27). Suppose for a contradiction that

D ≡ 0 (mod 27). Then 0 ≡ m2 + 3m + 9 ≡ m2 (mod 3). It follows that m ≡ 0 (mod 3) and
so m ≡ 0, 3, 6 (mod 9). If m ≡ 0 (mod 9), then 9 | m, and so 27 | m2 and 27 | 3m. But then
D = m2 + 3m + 9 ≡ 9 6≡ 0 (mod 27), a contradiction. If m ≡ 6 (mod 9), then 9 | m − 6, and
so 27 | (m− 6)2. Now,

0 ≡ (m− 6)2 = m2 − 12m+ 36 ≡ m2 + 15m+ 9 = m2 + 3m+ 9 + 12m ≡ 12m (mod 27),

so 27 | 12m. Therefore 9 | m, a contradiction since m ≡ 6 (mod 9). Therefore, m ≡ 3 (mod 9).
But by assumption m 6≡ 3 (mod 9), so it must be that D 6≡ 0 (mod 27), as claimed.

Next we investigate the units in OK . Any zero of f(x) must divide 1, so ρ, ρ′, ρ′′ are units in
OK . Note that ρ < −m− 1 ≤ −1, so 0 < 1/(1− ρ) < 1/2 < 1 and 1 < 1− 1/ρ < 2. Therefore

−m− 2 < ρ < −m− 1 < 0 < ρ′ < 1 < ρ′′ < 2. (8)

Using this information, we obtain Table 3 which shows that all possible signatures can be obtained
from the units of OK . By Lemma 11 it follows that the narrow and wide class numbers of K are
equal.

LetO×K be the group of units inOK . By Dirichlet’s Unit Theorem,O×K ∼= Z/2Z⊕Z⊕Z, since
K is a totally real cubic extension of Q. Furthermore, Shanks proved that ρ and ρ′ are independent
[15]. Therefore,

[
O×K : 〈−1, ρ, ρ′〉

]
is finite. The following lemma is used often throughout the

paper.
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Table 3: Signatures of units

unitu (σ1(u), σ2(u), σ3(u)) signature ofu
ρ (ρ, ρ′, ρ′′) (−,+,+)
ρ′ (ρ′, ρ′′, ρ) (+,+,−)
1 (1, 1, 1) (+,+,+)
−1 (−1,−1,−1) (−,−,−)
ρ′′ (ρ′′, ρ, ρ′) (+,−,+)
−ρ (−ρ,−ρ′,−ρ′′) (+,−,−)
−ρ′ (−ρ′,−ρ′′,−ρ) (−,−,+)
−ρ′′ (−ρ′′,−ρ,−ρ′) (−,+,−)

Lemma 20. If O×K = 〈−1, ρ, ρ′〉 then every totally positive element of O×K is a square in OK .

Proof. Let x ∈ O×K be totally positive. We can write x = (−1)aρb(ρ′)c for some a, b, c ∈ Z. Since
x is totally positive applying σ1, σ2, σ3, we have

(−1)aρb(ρ′)c > 0 (9)

(−1)a(ρ′)b(ρ′′)c > 0 (10)

(−1)a(ρ′′)bρc > 0. (11)

Since 0 < ρ′ < ρ′′, (10) implies that a ∈ 2Z. Then using the fact that ρ < 0 along with (9) and
(11), it follows that b, c ∈ 2Z. Therefore, x is a square in OK , as desired.

Proposition 21. Let m 6≡ 3 (mod 9) be an integer. Write D = m2 + 3m+ 9 = bc3 with b, c ∈ Z
and b cube-free. Then the discriminant of K is

∆K =


(∏

p|b p
)2

if 3 - b(
3
∏

p|b p
)2

if 3 | b,

where the product is taken over all primes p that divide b.

Proof. Recall that the primes that ramify in K are exactly those dividing ∆K . We will show that a
prime ramifies if and only if it divides b.

Define
g(x) = x3 +D(x+ 1)2.
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A direct verification shows that α = −1 + ρ − ρ2 is a zero of g(x). We know that α /∈ Q since
otherwise ρ would satisfy the quadratic equation −x2 + x − 1 − α = 0 and so f(x) would be
reducible over Q, a contradiction. The discriminant of g(x) is ∆g = D2(4D − 27). To see this,
note that g(x −D/3) = x3 + px + q, where p = −D3/3 + 2D and q = 2D3/27 − 2D2/3 + D.
Then the discriminant of g(x) is −4p3 − 27q2 = D2(4D − 27) [7, page 271]. Write D = bc3 with
b, c ∈ Z and b cube-free.

Define
h(x) = c−3g(cx) = x3 + b(cx+ 1)2.

Note that the zeros of h(x) differ from the zeros of g(x) by a multiple of c. Therefore,

∆h = ∆g/c
6 = b2(4D − 27).

Since α ∈ K is a zero of g(x), α/c ∈ K is a root of h(x). Since [K : Q] = 3, either and α/c /∈ Q,
Q(α/c) = K. So h(x) also generates the extension K/Q.

Let p be a prime that ramifies in K. Recall that the discriminant of a field always divides the
discriminant of a polynomial that generates the field. Then p | ∆K | ∆f = D2, so p | D. Similarly,
p | ∆K | ∆h, so p | b(4D − 27). Hence p | gcd (D, b(4D − 27)) = gcd(D, 27b) = gcd (bc3, 27b).
Note that gcd(c, 3) = 1, since D = bc3 6≡ 0 (mod 27). Therefore p | gcd (bc3, 27b2) = b. Hence,
if p is ramified then p | b.

Now let p be a prime dividing b and p ⊆ OK a prime ideal lying above p. Then vp(b) is either
1 or 2 since b is cube-free and p | b. Let β be a root of h(x), so −β3 = b(cβ + 1)2. Then,

3vp(β) = vp

(
β3
)

= vp

(
−β3

)
= vp

(
b(cβ + 1)2

)
= vp(b) + 2vp(cβ + 1). (12)

Recall that p | p | b, so vp(b) > 0. Furthermore, since β is a zero of h(x) = c−3g(cx), cβ is a zero
of g(x) and thus is an algebraic integer. We showed that h(x) generates K, so β ∈ OK . Thus,
cβ+1 ∈ OK and so vp(cβ+1) ≥ 0. Therefore, Equation (12) implies that vp(β) > 0. Then β ≡ 0
(mod p), so cβ + 1 ≡ 1 (mod p). Since 1 /∈ p, it follows that cβ + 1 /∈ p, so vp(cβ + 1) ≤ 0.
Hence, vp(cβ + 1) = 0. Thus, Equation (12) becomes 3vp(β) = vp(b).

If p is inert or splits completely, then vp(b) = vp(b), and so vp(b) is either 1/3 or 2/3 which is
a contradiction. Therefore p is ramified, as desired.

Hence, p is ramified in K if and only if p | b which implies that the primes occurring in ∆K

are exactly the primes that divide b. It remains to find the powers to which these primes appear
in ∆K . To answer this question we investigate if the ramification of primes is wild or tame. Note
that if p is ramified, it is totally ramified so the ramification index of p is ep = 3. Therefore, p is
tamely ramified if and only if p 6= 3. If p is tamely ramified, then pep−1 = p2 is the exact power
of p dividing ∆K [2, page 21]. If 3 is ramified, then 33 divides ∆K = D2, which is a square in Z.
Therefore 34 | ∆K . Suppose for a contradiction that 35 | ∆K . Since ∆K is a square, this would

26



force 36 | ∆K . But then 33 | D, so D ≡ 0 (mod 27), a contradiction. Therefore if 3 is ramified,
34 is the exact power of 3 dividing ∆K . It follows that

∆K =

{
(
∏

p|b p)
2 if 3 - b

(3
∏

p|b p)
2 if 3 | b,

as desired.

Corollary 22. If D = m2 + 3m + 9 is square-free, then {1, ρ, ρ2} is an integral basis for K and
{−1, ρ, ρ′} generates the full group of units OK .

Proof. The fact that {1, ρ, ρ2} forms an integral basis for K if m2 + 3m + 9 is square-free is a
well-known result in algebraic number theory. The statement about the group of units O×K is can
be found in [15].

Next, we establish a lemma about the prime 2.

Lemma 23. If D is square-free, then 2 is inert in K.

Proof. As D is square-free, Corollary 22 implies that OK = Z[ρ]. Reducing f(x) modulo 2 we
have

f(x) ≡ x3 +mx2 − (m+ 3)x+ 1 ≡

{
x3 + x2 + 1 (mod 2) if m is odd
x3 + x+ 1 (mod 2) if m is even.

In either case, f(x) is irreducible in Z/2Z[x], so 2 is inert in K by Theorem 5.

3.2 Divisibility of class numbers of simplest cubic fields
Recall that K = Q(ρ), where ρ is a zero of the polynomial f(x). The goal of this section is
to obtain results about the divisibility of the class number of K. Proposition 24 uses rational
solutions to yn = f(x) to obtain information about possible elements of order n in the class group
of K. Theorem 26 gives congruence conditions that allow us to determine if the ideals studied
in Proposition 24 are of order n. Hence, we obtain information about the divisibility of the class
number of K by studying the order of ideal classes.

Proposition 24. Let n ≥ 2 be an integer. Let x, y ∈ Q and suppose

yn = x3 +mx2 − (m+ 3)x+ 1.
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Let D = m2 + 3m+ 9 be the square root of the discriminant of f(x) = x3 +mx2− (m+ 3)x+ 1.
Write D = bc3 with b, c ∈ Z and b cube-free. If D is not cube-free, we also assume that the the
numerator of x2 − x+ 1, the numerator of y, and c are mutually relatively prime (not necessarily
pairwise). If n 6≡ 0 (mod 3) or if x ∈ Z, then the principal ideal 〈x − ρ〉 is the n-th power of an
ideal of K. If x /∈ Z and n ≡ 0 (mod 3), then the principal ideal 〈x− ρ〉 is the (n/3)-rd power of
an ideal.

Proof. Let p be a prime ideal ofK. First we show that the proposition holds for the denominator of
x− ρ. Write x = α/β for some nonzero α, β ∈ Z such that α and β are relatively prime. Assume
that pa is the largest power of p that divides 〈β〉. It follows that the largest power of p that divides
〈β3〉 is p3a. We claim that p3a is the exact power of p that divides the denominator of 〈yn〉. Since
the denominator of yn comes only from x, the exact power of p dividing the denominator of 〈yn〉 is
at most p3a. If p divides the numerator of yn, then p divides one of 〈α−βρ〉, 〈α−βρ′〉, 〈α−βρ′′〉.
In any case, this implies that p | 〈α〉 since p | 〈β〉. But then the unique rational prime p lying under
p divides both α and β, a contradiction since gcd(α, β) = 1. Therefore, p3a is the exact power of
p dividing the denominator of 〈yn〉.

Now, write the denominator of 〈yn〉 as p3ape11 · · · per
r for distinct prime ideals p, p1, . . . , pr.

Since 〈yn〉 is the n-th power of an ideal, we must have pei = (pmi)n for some mi ∈ Z. It follows
that ei = min, so n | ei for each ei. In particular, n | 3a.

If n 6≡ 0 (mod 3) then n | a, so 〈β〉 = p3aa = pnma for some ideal a relatively prime to p.
This holds for every prime divisor of 〈β〉, so 〈β〉 is the n-th power of an ideal of K. If n ≡ 0
(mod 3), then n

3
| a. Replacing n with n/3 in the previous argument gives that in this case, 〈β〉 is

the n/3-rd power of an ideal in OK .
Now we deal with the numerator of x − ρ = α/β. Assume that pa is the exact power of p

dividing the numerator of 〈α〉. Let p ∈ Z be the unique rational prime lying under p.
If p is ramified in K then p is totally ramified since [K : Q] = 3. Thus σ(p) = p for all

σ ∈ Gal(K/Q). Let pa be the exact power of p dividing 〈x − ρ〉 and write 〈x − ρ〉 = paq with
p - q. Then for any σ ∈ Gal(K/Q),

〈x− σ(ρ)〉 = σ(〈x− ρ〉) = σ(paq) = σ(p)aσ(q) = paσ(q).

If p | σ(q), then for some ideal a, σ(q) = pa = σ(p)a. Applying σ−1 gives q = pσ−1(a) which
implies that p | q, a contradiction. Therefore pa is the exact power of p dividing 〈x−σ(ρ)〉 for any
σ ∈ Gal(K/Q). Note that 〈x− σ(ρ)〉 is either 〈x− ρ〉, 〈x− ρ′〉, or 〈x− ρ′′〉.

Now, yn = (x− ρ)(x− ρ′)(x− ρ′′), so p3a is the exact power of p dividing 〈yn〉. As when we
were dealing with the denominator, we must have n | 3a. If n 6≡ 0 (mod 3), then n | a and so p is
the n-th power of an ideal. If n 6≡ 0 (mod 3), then n

3
| a and so p is the n/3-rd power of an ideal.

Now suppose that p is unramified in K. We will show later that p - 〈x − ρ′〉〈x − ρ′′〉, so
by the unique factorization of ideals in OK it follows that pa is the exact power of p that divides
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〈yn〉 = 〈x− ρ〉〈x− ρ′〉〈x− ρ′′〉. Therefore n | a and so p is the n-th power of an ideal. Note that
if n ≡ 0 (mod 3) then p is also an n/3-rd power of an ideal.

Hence, any prime p dividing the numerator of 〈x − ρ〉 is an n-th power of an ideal if n 6≡ 0
(mod 3) and is an n/3-rd power of an ideal if n ≡ 0 (mod 3), as desired.

Hence, it suffices to show that if p is unramified in K then p - 〈x − ρ′〉〈x − ρ′′〉. Suppose for
contradiction that p is unramified and either p | 〈x− ρ′〉 or p | 〈x− ρ′′〉. Without loss of generality
assume p | 〈x − ρ′〉. It follows that p | 〈x − ρ′ − (x − ρ)〉 = 〈ρ − ρ′〉 . Recall that D2 is the
discriminant of f(x), so D = (ρ− ρ′)(ρ− ρ′′)(ρ′ − ρ′′). Therefore, p | 〈D〉.

For the next part of the proof we work in local rings. We know that x − ρ ≡ 0 (mod p). By
this we mean that p divides the numerator of x − ρ. Similarly, ρ − ρ′ ≡ 0 (mod p). Let OKp

denote the localization of OK at p and pp the localization of p at p. That is,

OKp =
{r
s
| r ∈ OK , s ∈ OK \ p

}
and

pp =
{r
s
| r ∈ p, s ∈ OK \ p

}
.

We know that x − ρ ∈ p and 1 ∈ OK , so x−ρ
1
∈ pp. Hence x − ρ = 0 in (OKp)/pp, so x = ρ

in (OKp)/pp. Similarly, ρ − ρ′ ∈ p, so ρ−ρ′
1
∈ pp. Thus, ρ = ρ′ in (OKp)/pp. Recall that in OK ,

ρ′ = 1
1−ρ . So long as 1 − ρ /∈ p, we can use x = ρ = ρ′ in (OKp)/pp to get x = 1

1−x . Note
that if 1 − ρ ∈ p then 1 = ρ′(1 − ρ) ∈ p since p is an ideal. But p is a prime ideal, so 1 /∈ p, a
contradiction. Therefore, x = 1

1−x in (OKp)/pp. Multiplying through by 1−x gives x2−x+1 = 0
(mod p). Hence, p divides the numerator of x2 − x+ 1.

Recall that we are assuming that p is unramified. We showed above that this is true if and only
if p - b, where D = bc3 with b, c ∈ Z and b cube-free. Since p | 〈ρ − ρ′〉, it follows that p | 〈D〉.
Since p is prime, either p | 〈b〉 or p | 〈c〉. If p | 〈b〉, then 〈b〉 = pa for some ideal a of OK .
Intersecting with Z gives bZ = (p ∩ Z)(a ∩ Z) = (pZ)(aZ) for some a ∈ Z. But this implies that
p | b, which is a contradiction. Therefore, p | 〈c〉.

Furthermore, we claim that p | 〈x − ρ〉 implies that p | 〈y〉. To see this, recall that by p |
〈x − ρ〉 we mean that p divides the numerator of x − ρ and similarly for p | 〈y〉. We know that
yn = (x− ρ)(x− ρ′)(x− ρ′′). Since ρ, ρ′, ρ′′ ∈ OK , the denominator of yn comes from x. Since
x ∈ Q, write x = m/z for m, z ∈ Z, z 6= 0. Then the denominator of yn is z3. If p divides the
numerator of x − ρ, it does not divide the denominator, so it follows that p divides the numerator
of yn. Since p is prime, it must divide the numerator of y, as claimed.

We have shown that p is a common divisor of c, the numerator of x2−x+1 and the numerator of
y. But this contradicts the assumption that these three quantities were mutually relatively prime. It
follows that if p divides the numerator of x−ρ then p must either be ramified or p - (x−ρ′)(x−ρ′′),
as desired.
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The following lemma will be useful in the proof of the next proposition.

Lemma 25. Let p be a prime that splits completely inK. Let ` ∈ Z be a prime andm ∈ Z, a ∈ OK
satisfy

mx ≡ a` (mod p).

If ` - x then m is an `-power residue modulo p.

Proof. If ` - x then gcd(x, `) = 1. Therefore there are r, s ∈ Z such that r`+ sx = 1. Hence,

m = m1 = mr`+sx = mr` (mx)s ≡ mr`
(
a`
)s ≡ (mras)` (mod p).

Therefore m is an `-th power residue modulo p. Since p splits in K, it follows thatOK/p ∼= Z/pZ.
Therefore, m is an `-th power residue modulo p, as desired.

The following result was first proved by Uchida in [18]. It provides congruence conditions for
when the ideal 〈−1 − ρ〉 is the n-th power of an ideal and is not the k-th power of an ideal for
any k < n. In particular, this result gives conditions that guarantee that the class number of K is
divisible by n.

Theorem 26. Suppose (−1, y) satisfies the hypotheses of Proposition 24 (so yn = 2m + 3) and
m 6≡ 0 (mod 3). Assume that for each prime factor ` of n there exist corresponding prime factors
p and q of y such that 2 is an `-th power nonresidue modulo both p and q and such that 3 is an `-th
power residue modulo p and an `-th power nonresidue modulo q. Then the ideal 〈−1 − ρ〉 is the
n-th power of an ideal I whose ideal class has order n.

Proof. The beginning of the proof holds for any prime dividing y and thus holds for the primes p
and q fixed in the theorem. We will specifically state if we are referring to the fixed primes p and
q of the theorem; otherwise p will be any prime dividing y.

First we establish that 〈−1 − ρ〉 is the n-th power of an ideal I of OK . Let p be a prime
such that p | y, so p | yn = (−1 − ρ)(−1 − ρ′)(−1 − ρ′′). We claim that we can choose a
prime p lying over p such that p | 〈−1 − ρ〉. To see this, note that since p is prime and p | 〈p〉 |
〈(−1− ρ)(−1− ρ′)(−1− ρ′′)〉, it must be that p | σ(〈−1− ρ〉) for some σ ∈ Gal(K/Q). Suppose
that p | 〈−1− ρ′〉. Then there is some ideal a ⊆ OK such that 〈−1− ρ〉 = pa. Then

σ3(p)σ3(a) = σ3(pa) = σ3(〈−1− ρ′〉) = 〈−1− ρ〉.

Thus, σ3(p) | 〈−1 − ρ〉 and σ3(p) is a prime ideal lying over p since the elements of the Galois
group permute the primes lying over a given prime. Similarly, if p | 〈−1 − ρ′′〉 then σ2(p) is a
prime lying over p such that σ2(p) | 〈−1− ρ〉. Hence, it is possible to choose p lying over p such
that p | 〈−1− ρ〉.
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Using the fact that ρ′ = 1
1−ρ and ρ′′ = 1− 1/ρ, it follows that

ρ′ ≡ 1/2 (mod p) and ρ′′ ≡ 2 (mod p). (13)

We claim that p splits in K. To see this, note that if p does not split in K then there is a unique
prime p of OK lying over p. Thus, for all σ ∈ Gal(K/Q), σ(p) = p. We know that p | σ〈−1− ρ〉
for some σ ∈ Gal(K/Q). As described above, the conjugates of p must divide the conjugates of
σ〈−1− ρ〉. Since p is only conjugate to itself it follows that p | σ〈−1− ρ〉 for all σ ∈ Gal(K/Q).
Hence, ρ ≡ ρ′ ≡ ρ′′ ≡ 0 (mod p). But this implies that −1 ≡ ρ ≡ ρ′′ ≡ 2 (mod p), so 3 ∈ p.
Hence p = 3 since each prime ideal of OK lies over a unique prime in Z. However, 3 | y implies
that 2m ≡ 2m+ 3 = yn ≡ 0 (mod 3) and so m ≡ 0 (mod 3), a contradiction. Therefore, it must
be that p splits completely in K.

Note that f(x) ≡ x3 + x2 + 2x + 1 (mod 3) or f(x) ≡ x3 + 2x2 + x + 1 (mod 3). Using
the fact that m 6≡ 0 (mod 3) and Theorem 5, it follows that 3 never splits in K. Hence, 3 is not a
prime dividing y.

Note that if pa is the exact power of p dividing y, then pan is the exact power of p dividing
yn = (−1 − ρ)(−1 − ρ′)(−1 − ρ′′). Since p splits, there is exactly one p lying over p such that
p | 〈−1 − ρ〉. In fact, pan is the exact power of p dividing 〈−1 − ρ〉. Let p1, . . . , pr be the primes
dividing y and let pai

i be the exact power of pi dividing y. For each i, there is a unique prime pi
lying over pi such that pi | 〈−1− ρ〉. Then

〈−1− ρ〉 = pa1n
1 · · · parn

r = (pa1
1 · · · par

r )n .

Let I = pa1
1 · · · par

r . Then 〈−1− ρ〉 = In, as desired. It remains to show that every smaller power
of I is not principal.

If D = M2 + 3m + 9 is square-free, then Corollary 22 implies that the group E = 〈−1, ρ, ρ′〉
is the full group of units O×K . In general, however, this is not the case.

The goal of the next part of the proof is to show that n is relatively prime to [O×K : E]. This
is helpful in establishing that I` is not principal for any divisor ` of n. We do this by considering
each prime that divides n separately. Throughout the remainder of the proof, p and q are the fixed
primes referred to in the statement of the theorem.

For ease of notation, let m =
[
O×K : E

]
. Let ` be a prime dividing n and suppose ` | m. We

will see that there is a unit ε such that ε` = ±ρa (ρ′)b, where a, b ∈ Z and ` does not divide both a
and b. We have ` | m = |O×K/E|. Since ` is prime, there is some ε1E ∈ O×K/E such that ε1E has
order `. Thus, ε`1 ∈ E = 〈−1, ρ, ρ′〉. Hence, we can write

ε`1 = ±ρc (ρ′)
d
,

for some c, d ∈ Z. Since ε1, ρ, ρ
′ ∈ O×K , for any v, w ∈ Z, ε1ρ

v (ρ′)w ∈ O×K . Thus,(
ε1ρ

v (ρ′)
w)`

= ε`1ρ
v` (ρ′)

w`
= ±ρc+v` (ρ′)

d+w`
.
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By the division algorithm we can write c = q1` + a and d = q2` + b with 0 ≤ a, b < `. Let
ε = ε1ρ

−q1 (ρ′)−q
2

. Then

ε` = ε`1ρ
−q1` (ρ′)

−q2`

= ±ρc (ρ′)
d
ρ−q1` (ρ′)

−q2`

= ±ρq1`+a−q1` (ρ′)
q2+b−q2`

= ±ρa (ρ′)
b
.

Hence, there is some ε ∈ O×K such that ε` = ±ρa (ρ′)b with 0 ≤ a, b < `. Note that if a = b = 0
then ε` = ±1 ∈ E, so either ε` = 1 or (−ε)` = 1 so long as ` is odd. If ` = 2 and ε2 = −1 then
x2 + 1 is reducible over K and so i =

√
−1 ∈ K. But K ⊆ R so this is a contradiction. Thus, if

` = 2 then ε2 = 1. Without loss of generality, assume ε` = 1. The same argument can be made
with −ε in place of ε if necessary. Since ` is prime, ε has order 1 or `. If |ε| = 1, then ε = 1 so
1 = ε1ρ

−q1 (ρ′)−q2 . Hence, ε1 = ρq1 (ρ′)q2 ∈ 〈−1, ρ, ρ′〉 = E. But this contradicts the assumption
that ε1E has order ` in O×K/E. Hence, |ε| = `. Recall that O×K ∼= Z/2Z⊕ Z⊕ Z, so there are no
elements of order `. Hence, we have reached a contradiction, so it must be that at least one of a, b
is nonzero, as claimed. Therefore, there is some ε ∈ O×K such that ε` = ±ρa (ρ′)b where a, b ∈ Z
and not both a and b are divisible by `.

First suppose that ` is odd. Then, by possibly replacing ε with −ε, we may assume that ε` =
ρa (ρ′)b with a, b ∈ Z and a, b not both divisible by `. Hence,

ε` = ρa (ρ′)
b ≡ (−1)a(1/2)b ≡ (−1)a2−b (mod p).

Since we are assuming that 2 is not an `-th power modulo p, it follows that b ≡ 0 (mod `) by
Lemma 25. Now, let ε′ = σ2(ε). Then

(ε′)
`

= (ρ′)
a

(ρ′′)
b ≡ (1/2)a2b ≡ 2b−a (mod p).

Again by Lemma 25, it follows that b − a ≡ 0 (mod `) and so a ≡ b ≡ 0 (mod `). But this
contradicts the assumption that at least one of a and b is not divisible by `. Therefore, any odd
prime ` dividing n cannot divide [O×K : E].

Now suppose that ` = 2, ` | n and ` | m. Then ε2 = ±ρa (ρ′)b. Note that for all σ ∈
Gal(K/Q), σ(ε2) = (σ(ε))2 > 0 since K ⊂ R. We know that σ(ε2) 6= 0 since ε ∈ O×K . Hence, ε2

is totally positive, so we must have ±ρa (ρ′)b totally positive as well. In particular we need

±ρa (ρ′)
b

= σ1

(
±ρa (ρ′)

b
)
> 0 (14)

± (ρ′)
a

(ρ′′)
b

= σ2

(
±ρa (ρ′)

b
)
> 0 (15)

± (ρ′′)
a
ρb = σ3

(
±ρa (ρ′)

b
)
> 0. (16)
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We know from the inequalities in (8) that 0 < ρ′ < ρ′′, so (15) implies that it is necessary to
have the + sign. Since ρ < 0, (14) implies that a ∈ 2Z and (16) implies that b ∈ 2Z. But then
a ≡ b ≡ 0 (mod 2), which is a contradiction to the assumption that ` = 2 does not divide both a
and b. Hence, if 2 | n then 2 - m. We have shown that n and m must be relatively prime.

Now suppose that 〈−1 − ρ〉 = 〈α〉` for some α ∈ OK and some prime ` dividing n, so ` - m.
As ` and m are relatively prime, there exist r, s ∈ Z such that r` + sm = 1. Since −1− ρ and α`

generate the same ideal, we can write −1 − ρ = ε0α
` for some ε0 ∈ O×K . Note that εm0 ∈ E. Let

α1 = εr0α. Then
−1− ρ = ε0α = ε0ε

−r`
0 (εrα)` = εsm0 α`1,

with εsm0 ∈ E. Let ε = εsm0 and write ε = ±ρa(ρ′)b for some a, b ∈ Z. Hence

−1− ρ = ±ρa(ρ′)bα`1.

Applying σ2 to the above equation we obtain

−1− ρ′ = ± (ρ′)
a

(ρ′′)
b
(σ2 (α1))

` . (17)

Letting σ2 (α1) = α′1 ∈ OK , we have −1 − ρ′ = ± (ρ′)a (ρ′′)b (α′1)
`. Using the congruences in

(13) we have

−3

2
≡ ±2b−a (α′1)

`
(mod p) and − 3

2
≡ ±2b−a (α′1)

`
(mod q).

We are trying to reach a contradiction so that we can conclude that 〈−1 − ρ〉 6= 〈α〉` for any
prime ` dividing n. The contradiction will come from the assumptions about when 2 and 3 are
`-th power residues modulo p and q. First consider the case when ` is an odd prime. Then by
replacing α′1 with−α′1 if necessary, we have 3

2
≡ 2b−a (α′1)

` (mod p). This will help us show that
b−a+1 ≡ 0 (mod `). Note that if 3 ≡ 0 (mod p) then p = 3, a contradiction since 3 - y. Hence,
α′1 6= 0, so it has an inverse in OK/p ∼= Z/pZ. Recall that 3 is an `-th power residue modulo

p, so 3 ≡ m` (mod p) for some m ∈ Z/pZ. Thus,
(
m
α′1

)`
= 2b−a+1 (mod p). It follows from

Lemma 25 that b− a+ 1 ≡ 0 (mod `). Therefore, we can write b− a+ 1 = `x for some x ∈ Z.
Then

3 ≡ 2b−a+1 (α′1)
` ≡ 2`x (α′1)

` ≡ (2xα′1)
`

(mod q).

So 3 is an `-th power residue modulo q. But this is a contradiction because 3 was assumed not to
be an `-th power residue modulo q. Therefore 〈−1 − ρ〉 is not the `-th power of a principal ideal
for any odd prime ` dividing n.

Now consider the case when ` = 2. Since −1− ρ′ < 0 and 0 < ρ′ < ρ′′, (17) becomes

−1− ρ′ = − (ρ′)
a

(ρ′′)
b
(α′1)

2
. (18)
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By applying σ2 we obtain
0 > −1− ρ′′ = − (ρ′′)

a
ρb (α′′1)

2
,

where α′′1 = σ2 (α′1). This implies that b is even since − (ρ′′)a (α′′1)2 < 0. By applying σ3 = σ−1
2

we have
0 < −1− ρ = −ρa (ρ′)

b
α2

1.

We showed in (8) that ρ < −1, so this equation implies that a must be odd. Hence, b − a is odd
and b− a+ 1 ∈ 2Z. Thus, (18) yields

−3

2
= −2b−a (α′1)

2
(mod q)

and so 3 ≡ 2b−a+1 (α′1)
2 (mod q). By Lemma 25 this implies that 3 is a quadratic residue modulo

q, which contradicts our assumption. Hence, 〈−1 − ρ〉 6= 〈α〉` for any prime ` dividing n, so it
must be that n is the smallest positive integer such that In is principal. Hence, [I] has order n, as
claimed.

3.3 2-part of the class group of the simplest cubic fields
As above, let K = Q(ρ). Let E be the elliptic curve defined over Q by

y2 = f(x) = x3 +mx2 − (m+ 3)x+ 1,

where m satisfies the same assumptions as in Section 3.1. Furthermore, throughout this section we
assume that D = m2 + 3m+ 9 is square-free.

In general, the free rank of an elliptic curve is difficult to compute as is the 2-part of the
class group of K. A relationship between these would allow us to use elliptic curves to obtain
information about the class group and vice versa. We establish such a relationship in Theorem 27.
In Section 3.4 we use Theorem 27 to prove additional results and investigate some examples.

3.3.1 Properties of this elliptic curve

Let
E◦ = {P ∈ E | P =∞ or P = (x, y) with x ≥ ρ′′}.

Note that E◦ forms a subgroup of E. Also, the sum of two points on E−E◦ is in E◦. In particular,
this means that 2E(Q) ⊆ E◦(Q). We will write rk(E(Q)) for the free rank of E(Q).

Let C be the ideal class group of K, where K is the cubic field defined above. Let C2 = {x ∈
C | x2 = 1}. That is, C2 consists of all ideal classes such that squaring gives the ideal class of
principal ideals. Let rk2 (C2) be the dimension of C2 as a Z/2Z-vector space.
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Figure 1: Graph of y2 = x3 + 11x2 − 14x+ 1
In[14]:= ParametricPlot!""t, Sqrt!t^3 ! 11"t^2 # 14"t ! 1#$, "t, #Sqrt!t^3 ! 11"t^2 # 14"t ! 1#$$,"t, #15, 5$, AspectRatio $ 1%1, Ticks $ None, PlotStyle $ ""Black, Thick$, "Black, Thick$$#

Out[14]=

3.3.2 Relating the elliptic curve to the class group

The goal of this section is to establish a relationship between the elliptic curve defined by y2 =
f(x) and the 2-part of the class group K. We do this via an exact sequence. The primary goal of
this section is to prove the following theorem.

Theorem 27. There is an exact sequence

1→ E◦(Q)/2E(Q)→ C2 →X2 → 1.

The proof of this theorem relies on the maps λp as well as S2 and X2, defined at the end of
Section 2.3. Note that sinceK is a totally real field, the infinite prime splits inK. Unless otherwise
specified, the phrase “all primes p” includes the infinite primes. We will drop the inclusion maps of
K×/ (K×)

2 into the codomains of each λp when considering elements in S2. In particular, we say
that α (K×)

2 ∈ S2 if α (K×)
2 ∈ Imλp for all primes p. Before proving Theorem 27, we develop

several lemmas and propositions.
First we show how to obtain an element in C2 from an element of S2.

Proposition 28. If α (K×)
2 ∈ S2, then 〈α〉 = I2 for some (fractional) ideal I of K.
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Proof. We prove this by showing that 〈α〉 has even valuation at all prime ideals of OK .
First suppose that p does not split in K. Since α (K×)

2 ∈ Imλp there is some x ∈ Qp such
that λp(x) = α

(
K×p
)2. Then α

(
K×p
)2

= (x− ρ)
(
K×p
)2 and so x− ρ and α differ by a square in

K×p . Hence, we can look at 〈x− ρ〉 to understand the parity of the p-valuation of 〈α〉. As there is
only one prime ideal, say p, in Kp it follows that 〈x− ρ〉 = pv for some v ∈ Z.

Since p does not split in K, f is irreducible over Qp as shown in Section 2.3. Hence [Qp(ρ) :
Qp] = 3 and Gal (Qp(ρ)/Qp) ∼= Gal(K/Q). In fact, each element in Gal (Qp(ρ)/Qp) is an
extension of an automorphism in Gal(K/Q). Recall from Section 12 that Qp(ρ) = Kp, so
Gal (Qp(ρ)/Q) = Gal (Kp/Qp). Then for σ ∈ Gal (Kp/Qp),

〈x− σ(ρ)〉 = σ (〈x− ρ〉) = σ (pv) = σ (p)v .

This implies that v = vp (〈x− ρ〉) = vp (〈x− ρ′〉) = vp (〈x− ρ′′〉).
Recall that (x, y) ∈ E (Qp). Thus,

2vp(y) = vp

(
y2
)

= vp ((x− ρ) (x− ρ′) (x− ρ′′)) = vp(x− ρ) + vp (x− ρ′) + vp (x− ρ′′) = 3v.

So 2 | v = vp(x − ρ). If p is inert, then vp = vp, so vp(x − ρ) is also even. If p is ramified,
then it is totally ramified and vp = 3vp. Hence, vp(x − ρ) is even. Therefore, any prime that
does not split in K that divides 〈x − ρ〉 must divide 〈x − ρ〉 an even number of times. But since
α
(
K×p
)2

= (x− ρ)
(
K×p
)2, α differs from x− ρ by a square, so the same holds for α.

Now suppose that p splits in K. Let α′ = σ2(α) and α′′ = σ3(α). Since α (K×)
2 ∈ S2, there

is some (x, y) ∈ E (Qp) such that

(α, α′, α′′) = λp(x, y) =
(
(x− ρ)β2

1 , (x− ρ′) β2
2 , (x− ρ′′) β2

3

)
,

where βi ∈ Q×p for i = 1, 2, 3.
If vp(x − ρ) > 0 and either vp (x− ρ′) > 0 or vp (x− ρ′′) > 0, then either vp (ρ− ρ′) > 0 or

vp (ρ− ρ′′) > 0. Then p | (ρ− ρ′) (ρ− ρ′′) (ρ′ − ρ′′), so p | D. Recall that D is assumed to be
square-free and thus cube-free. It follows from Proposition 21 that p ramifies inK, a contradiction.

Now suppose vp(x−ρ) > 0 and vp (x− ρ′) , vp (x− ρ′′) ≤ 0. Write x = a
b

for a, b ∈ Zp, b 6= 0
and a, b relatively prime. (Note that, the only prime in Zp is p, so a, b relatively prime simply
requires that both are not divisible by p.) Then b is the denominator of x− ρ, x− ρ′, x− ρ′′ since
ρ, ρ′, ρ′′ ∈ Zp. Suppose for a contradiction that p | b. Since vp(x− ρ) > 0, it follows that p divides
the numerator of x − ρ, namely a − bρ. Since p | b this implies that p | a, a contradiction since
a, b were assumed to be relatively prime. Thus, p - b and vp(x − ρ), vp (x− ρ′) , vp (x− ρ′′) ≥ 0.
Hence, vp (x− ρ′) = 0 = vp (x− ρ′′). Thus,

2vp(y) = vp
(
y2
)

= vp ((x− ρ) (x− ρ′) (x− ρ′′))
= vp(x− ρ) + vp (x− ρ′) + vp (x− ρ′′)
= vp(x− ρ),
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Table 4: Square residue classes in OK/4OK

m ∈ Z/4Z Square residue classes (mod 4)
0 0, 1, ρ+ 2, ρ2, 3ρ2 + 3ρ, ρ2 + 2ρ+ 1, ρ2 + 3ρ+ 1, 2ρ2 + 3ρ+ 3
1 0, 1, 3ρ+ 3, ρ2, 2ρ2 + ρ, ρ2 + 2ρ+ 1, ρ2 + 3ρ+ 1, 3ρ2 + 3ρ+ 2
2 0, 1, ρ+ 1, ρ2, 2ρ2 + 3ρ, ρ2 + ρ+ 2, ρ2 + 2ρ+ 1, 3ρ2 + ρ+ 3
3 0, 1, 3ρ+ 2, ρ2, ρ2 + ρ, ρ2 + 2ρ+ 1, 2ρ2 + ρ+ 1, 3ρ2 + ρ+ 3

so vp(x− ρ) is even.
If vp(x − ρ) < 0 then, with notation as above, p | b. Then vp(x − ρ) = vp (x− ρ′) =

vp (x− ρ′′) = vp(1/b). Hence,

2vp(y) = vp
(
y2
)

= vp ((x− ρ) (x− ρ′) (x− ρ′′))
= vp(x− ρ) + vp (x− ρ′) + vp (x− ρ′′)
= 3vp(1/b),

so 2 | vp(1/b) = vp(x− ρ).
Finally, if vp(x−ρ) = 0 then 2 | vp(x−ρ). Therefore, 〈x−ρ〉 has even valuation at all primes.

Since 〈α〉 and 〈x−ρ〉 differ by a square, it follows that 〈α〉 has even valuation at all primes. Hence
〈α〉 = I2 for some (fractional) ideal I of OK , as desired.

The next two lemmas are needed in the proof of Proposition 31. In particular, Lemma 29 is
needed to allow us to apply Theorem 12 to a particular extension. The argument in Lemma 30 is
used several times in Section 3.3.2 and Section 3.4.

Lemma 29. Let x ∈ OK with 〈x〉 relatively prime to 〈2〉. Then there exists ε ∈ O×K such that εx
is congruent to a square modulo 4.

Proof. We begin with some observations about OK/4OK . Recall that we are assuming that D =
m2 + 3m + 9 is square-free and hence by Corollary 22 OK = Z[ρ]. Since an arbitrary element
in OK can be written in the form a + bρ + cρ2 with a, b, c ∈ Z, there are 43 = 64 elements in
OK/4OK . By squaring an arbitrary element in OK and reducing the coefficients modulo 4, we
obtain the square residue classes of OK/4OK . The results, given in Table 4, depend on the value
of m modulo 4 and were computed using Mathematica [23].

Let G be the multiplicative group (OK/4OK)×. Then since 2 is inert in K

G =
{
a+ bρ+ cρ2 : a, b, c ∈ Z/4Z where at least one of a, b, c is not even

}
,
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so |G| = 56. Let H be the set of all nonzero squares in G and L be the set of equivalence classes
in OK/4OK represented by {±1,±ρ,±(1− ρ),± (ρ− ρ2)}. It is tedious though not difficult to
show that

G = LH = {`h : ` ∈ L and h ∈ H}.
Now, if x ∈ OK and 〈x〉 is relatively prime to 〈2〉, then x+ 4OK ∈ (OK/4OK)×. Hence, we may
write x ≡ `h (mod 4OK) for some ` ∈ L, h ∈ H . Let ε ∈ O×K such that ε ≡ ` (mod 4OK).
Then ε−1x ≡ h (mod 4OK) with h ∈ (OK/4OK)2. Hence there is a unit in OK , namely ε−1,
such that ε−1x is a square modulo 4, as claimed.

Lemma 30. If α ∈ K× is totally positive and relatively prime to 2 such that 〈α〉 = I2 for some
ideal I , then K (

√
α) /K is an unramified extension.

Proof. By Lemma 29 there is some ε ∈ O×K such that εα is congruent to a square modulo 4. Since
2 is inert in K, Theorem 12 implies that K (

√
εα) /K is unramified at 2. Also, 〈εα〉 = 〈α〉 = I2

is the square of an ideal, so K (
√
εα) /K is unramified at all finite primes, again by Theorem 12.

Now Corollary 10 implies that K (
√
εα) /K is unramified at all infinite primes and is thus an

unramified extension of K. Since K is totally real, it follows from Theorem 12 that εα is totally
positive. Since α was assumed to be totally positive, it must be that ε is also totally positive
and hence a square in O×K . Therefore, K (

√
εα) = K (

√
α) and K (

√
α) /K is an unramified

extension, as claimed.

The following claim is a critical step in relating the elliptic curve E to the 2-part of the class
group ofK. Recall that S2 is defined by the maps λp whose domain isE (Qp). Thus S2 contains in-
formation aboutE that we wish to connect toC2. The homomorphism g, defined in Proposition 31,
will allow us to relate C2 to E(Q) through a short exact sequence.

Proposition 31. The map g : S2 → C2 given by

α
(
K×
)2 7→ [I],

where I is an ideal such that I2 = 〈α〉, is a well-defined epimorphism.

Proof. Note that by Proposition 28, g maps into its codomain C2. Now suppose that α (K×)
2

=
β (K×)

2 ∈ S2. Then we may write α = βγ2 for some γ ∈ K×. By Proposition 28, there are
ideals I, J such that 〈α〉 = I2 and 〈β〉 = J2. Hence, I2 = 〈α〉 = 〈βγ2〉 = J2〈γ〉2. By unique
factorization of ideals, I = J〈γ〉. Therefore [I] = [J ] and so g

(
α (K×)

2
)

= g
(
β (K×)

2
)

.
Hence, g is a well defined function.

To see that g is a homomorphism, let α (K×)
2
, β (K×)

2 ∈ S2. Then there are ideals I, J such
that I2 = 〈α〉 and J2 = 〈β〉, so 〈αβ〉 = I2J2 = (IJ)2. Then g

(
αβ (K×)

2
)

= [IJ ] = [I][J ] =

g
(
α (K×)

2
)
g
(
β (K×)

2
)

, as desired.
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It remains to show that g maps onto C2. Let [I] ∈ C2. Without loss of generality, we may
assume that I ⊆ OK . If 〈2〉 | I then write I = 〈2〉ea for some ideal a prime to 〈2〉. Since I and
a differ by a principal ideal, [I] = [a]. Hence, without loss of generality assume that 〈2〉 - I . By
definition of C2, I2 = 〈α〉 for some α ∈ OK . Note that by multiplying α by a unit with the same
signature as α we obtain a totally positive generator of I2. Hence, we will assume that α is totally
positive. We will show that α (K×)

2 ∈ Imλp, for all primes p, and hence α (K×)
2 ∈ S2.

First consider p = ∞. Since K ⊆ R, the infinite prime does not ramify so p splits. Hence
K∞ = R, so (K×∞)

2
= R+. Let x > ρ′′ and (x, y) ∈ E(R). Then x is totally positive and so

λ∞(x) =
(
(x− ρ)R+, (x− ρ′) R+, (x− ρ′′) R+

)
=
(
R+,R+,R+

)
=
(
αR+, α′R+, α′′R+

)
.

Thus, α (K×)
2 ∈ Imλ∞.

Since I was chosen to be relatively prime to 2 and 〈α〉 = I2, it follows that α is relatively prime
to 2. By Lemma 30, K (

√
α) /K is an unramified extension.

Next we show that α (K×)
2 ∈ Imλp if p is inert in K/Q. If p is inert in K, then 〈p〉 is a

principal prime ideal. As K (
√
α) /K is unramified, Corollary 8 implies that p splits in K (

√
α).

Therefore, x2 − α splits into two linear factors modulo p. By Theorem 2, x2 − α has a root in Kp.
Thus, α ∈

(
K×p
)2. Hence, α

(
K×p
)2

=
(
K×p
)2 ∈ Imλp since

(
K×p
)2 is the identity element in

K×p /
(
K×p
)2.

Now suppose that p is ramified in K. Then 〈p〉 = p3, where p is the unique prime of OK lying
over p. Since p3 is principal, it follows that [p] has order 1 or 3 in C. If |[p]| = 1 then p is principal
and prime, and it follows that α

(
K×p
)2 ∈ Imλp as in the case where p is inert. If |[p]| = 3, let

H ≤ C be the subgroup of C with class field K (
√
α). Then

Z/2Z ∼= Gal(K
(√

α
)
/K) ∼= C/H,

by Theorem 7. Therefore, |[p]H| is either 1 or 2. Since |[p]H| | |[p]| = 3, it must be that |[p]H| = 1
so [p] ∈ H . Thus, p splits in K (

√
α). It now follows that α (K×)

2 ∈ Imλp using the same
argument as above.

Finally, assume that p splits in K. Recall from Corollary 17 that λp induces an injection

λp : E (Qp) /2E (Qp) ↪→
(
Q×p /

(
Q×p
)2)3

, and Imλp = Imλp. We claim that the image of

this homomorphism can be viewed as being in
(
Z×p /

(
Z×p
)2)3

, which is naturally contained in(
Q×p /

(
Q×p
)2)3

. Let x ∈ Q×p and write x = a/b for a, b ∈ Zp relatively prime. It suffices to show

that (x− ρ)
(
Q×p
)2 ∩ Z×p 6= ∅, (x− ρ′)

(
Q×p
)2 ∩ Z×p 6= ∅, and (x− ρ′′)

(
Q×p
)2 ∩ Z×p 6= ∅. We will

show (x− ρ)
(
Q×p
)2 ∩ Z×p 6= ∅. The other cases are similar.
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First suppose b ∈ Z×p . Then a/b ∈ Zp, so x − ρ ∈ Zp. If vp(x − ρ) = 0, then x − ρ ∈ Z×p
and thus (x − ρ)

(
Q×p
)2 can be represented as (x − ρ)

(
Z×p
)2 ∈ Z×p /

(
Z×p
)2. If vp(x − ρ) > 0, it

must be that vp (x− ρ′) = 0 = vp (x− ρ′′). Otherwise p | D = (ρ− ρ′) (ρ− ρ′′) (ρ′ − ρ′′) which
implies that p ramifies, a contradiction. Hence,

2vp(y) = vp
(
y2
)

= vp ((x− ρ) (x− ρ′) (x− ρ′′))
= vp(x− ρ) + vp (x− ρ′) + vp (x− ρ′′)
= vp(x− ρ).

Thus, vp(x−ρ) is even and we may write x−ρ = p2kcwith c ∈ Z×p . Then x−ρ ≡ c (mod
(
Q×p
)2

),
so (x− ρ)

(
Q×p
)2 can be represented as cZ×p ∈ Z×p /

(
Z×p
)2.

Now suppose b /∈ Z×p . Then p | b and so a ∈ Z×p since a and b were assumed to be relatively
prime and p is the only prime in Zp. It follows that

vp(x− ρ) = vp (x− ρ′) = vp (x− ρ′′) = vp(1/b) = −vp(b).

Hence,

2vp(y) = vp
(
y2
)

= vp ((x− ρ) (x− ρ′) (x− ρ′′))
= vp(x− ρ) + vp (x− ρ′) + vp (x− ρ′′)
= −3vp(b).

Hence vp(b) is even and we may write b = p2kc with c ∈ Z×p . Then p2k(x − ρ) = a−bρ
c
∈ Z×p and

p2k(x − ρ) ≡ x − ρ (mod
(
Q×p
)2

). Thus (x − ρ)
(
Q×p
)2 can be represented as

(
a−bρ
c

) (
Z×p
)2 ∈

Z×p /
(
Z×p
)2. Thus, λp induces an embedding

λp : E (Qp) /2E (Qp) ↪→
(
Z×p /

(
Z×p
)2)3

.

By Lemma 23, 2 does not split in K. Hence, Corollary 3 implies that for all p that split in
K, Zp/

(
Z×p
)2 ∼= Z/2Z. Note that if (a, b, c) ∈ Imλp with a, b, c ∈ Z×p , then there is some

(x, y) ∈ E (Qp) such that a ≡ x − ρ (mod
(
Q×p
)2

), b ≡ x − ρ′ (mod
(
Q×p
)2

), c ≡ x − ρ′′

(mod
(
Q×p
)2

), and so abc ≡ (x − ρ) (x− ρ′) (x− ρ′′) = y2 ∈
(
Q×p
)2. So abc ∈ (Zp)

2 It is

easy to check that there are exactly four elements in
(
Z×p /

(
Z×p
)2)3 ∼= (Z/2Z)3 satisfying this

property, namely (1, 1, 0), (1, 0, 1), (0, 1, 1), (0, 0, 0). One can check that the image of E[2], where
E is defined over Qp, under λp is precisely these points, so we have

Imλp = Imλp ∼= {(1, 1, 0), (1, 0, 1), (0, 1, 1), (0, 0, 0)} .
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Hence in order to show that α (K×)
2 ∈ Imλp if p splits in K, we will show that αα′α′′ ∈(

Z×p
)2.
Since p splits in K andOK = Z[ρ], by Theorem 5 we have that f(x) factors into distinct linear

factors over Z/pZ, and the three distinct primes in OK lying over p are

pi = 〈p, gi(ρ)〉,

as in the theorem. Since every σ ∈ Gal(K/Q) permutes p1, p2, p3 we may assume without loss of
generality that σ2 (p1) = p2.

In OK , let
〈α〉 = ape11 pe22 pe33 , (19)

where a is an ideal in OK relatively prime to pOK and each ei ≥ 0. Note that since 〈α〉 = I2, e1
is even.

By (19), vp1(α) = e1. Applying σ2 to (19) yields

〈α′〉 = σ2(a)pe12 pe23 pe31 , (20)

and so vp1(α
′) = e3. Applying σ2 to (20) yields vp1(α

′′) = e2. Hence, vp1(αα
′α′′) = e1 + e2 + e3.

Similarly, vp2(αα
′α′′) = e1 + e2 + e3 = vp3(αα

′α′′). It follows that the exact power of pOK =
p1p2p3 dividing 〈αα′α′′〉 is e1 + e2 + e3. So

αα′α′′ = pe1+e2+e3u, (21)

for some u ∈ OK such that pOK is relatively prime to uOK . But αα′α′′ = NK(α) ∈ Z and p ∈ Z,
so u ∈ Z. Hence, αα′α′′ = pe1+e2+e3u for some u ∈ Z not divisible by p.

Now, (19) implies that there is some a ∈ a and aik, bik ∈ OK such that

α = a

3∏
i=1

ei∏
k=1

(aikp+ bikgi(ρ)) . (22)

For 1 ≤ i ≤ 3, let gi(x) = x − wi. By Theorem 2, for each i, there is a zero of f(x) in Zp

that is congruent to wi modulo pZp. We embed K into Zp by writing each element of K as a linear
combination of 1, ρ, ρ2 and mapping ρ to the zero of f(x) in Zp that is congruent to w1 modulo
pZp. Then in Zp, g1(ρ) ≡ 0 (mod pZp). So for each k, we have a1kp + b1kg1(ρ) ∈ pZp. By
Equation (22), α is a multiple of

e1∏
k=1

(a1kp+ b1kg1(ρ)) ∈ (pZp)
e1 ,
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so vpZp(α) ≥ e1.
Following a similar procedure, it follows that vpZp(α′) ≥ e3 and vpZp(α′′) ≥ e2. Hence,

vpZp(αα′α′′) = vpZp(α) + vpZp(α′) + vpZp(α′′) ≥ e1 + e2 + e3.

However, since αα′α′′ = upe1+e2+e3 in Z with p - u, we have vpZp(αα′α′′) = e1+e2+e3. Therefore
vpZp(α) = e1, which is even.

Thus, α ∈ Imλp for all primes p, so α (K×)
2 ∈ S2. Hence, g is surjective, as desired.

Having proved that g is surjective, we easily obtain the following short exact sequence.

Proposition 32. The sequence

1→
{(
K×
)2
,−ρ

(
K×
)2}→ S2 → C2 → 1

is exact. Here,
{

(K×)
2
,−ρ (K×)

2
}
→ S2 is inclusion and g : S2 → C2 is the map defined in

Proposition 31.

Proof. Note that since (0, 1) ∈ E(Q), it follows that (0, 1) ∈ E (Qp) for all p. Thus,

λp ((0, 1)) =

{
0− ρ = −ρ if p does not split in K
(0− ρ, 0− ρ′, 0− ρ′′) = (−ρ,−ρ′,−ρ′′) if p splits in K.

When p does not split, −ρ is the image of −ρ under the embedding K ↪→ Kp. When p splits,
(−ρ,−ρ′,−ρ′′) is the image of −ρ under the embedding K ↪→ Q3

p. Thus, −ρ (K×)
2 ∈ Imλp for

all p. Hence, −ρ (K×)
2 ∈ S2. Therefore, the inclusion map is well defined and is clearly injective.

Hence, the sequence is exact at
{

(K×)
2
,−ρ (K×)

2
}

.

To show exactness at S2 we need to check that
{

(K×)
2
,−ρ (K×)

2
}

= ker g. Suppose

α (K×)
2 ∈ ker g. Then g

(
α (K×)

2
)

= [OK ] which implies that 〈α〉 = 〈β〉2 for some β ∈ OK .

Then α = εβ2 for some ε ∈ O×K . Recall that α (K×)
2 ∈ Imλ∞ and K∞ = R. Thus for some

(x, y) ∈ E(R),
(α, α′, α′′) =

(
(x− ρ)β2

1 , (x− ρ′) β2
2 , (x− ρ′′) β2

3

)
where the βi ∈ R×. Now, we know that ρ < ρ′ < ρ′′, so

x− ρ > x− ρ′ > x− ρ′′.
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Also, (x−ρ) (x− ρ′) (x− ρ′′) = y2 ≥ 0. Thus, the only possible signatures for x−ρ are (+,+,+)
and (+,−,−). These are also the only possible signatures for α and thus the only possible signa-
tures for ε as well. If the signature of ε is (+,+,+), then ε is totally positive. If the signature of ε
is (+,−,−), then−ρε is totally positive since the signature of−ρ is (+,−,−) as noted in Table 3.
Since every totally positive unit is a square, it follows that either ε or −ρε is a square. Therefore,
either α or −ρα is a square. If α is a square, then α (K×)

2
= (K×)

2. If −ρα is a square, then
α (K×)

2
= (α)(−ρα) (K×)

2
= −ρ (K×)

2. Therefore, ker g ⊆
{

(K×)
2
,−ρ (K×)

2
}

.

Note that since 1,−ρ are units, both 〈1〉 and 〈−ρ〉 are equal to OK = O2
K . Therefore,

g
(
−ρ
(
K×
)2)

= [OK ] = g
((
K×
)2)

,

so (K×)
2
,−ρ (K×)

2 ∈ ker g. Hence, ker g =
{

(K×)
2
,−ρ (K×)

2
}

and the sequence is exact at
S2.

By Proposition 31, g is surjective an so the sequence is exact at C2. This completes the proof.

We are now ready to prove Theorem 27.

Proof of Theorem 27. We have the following exact sequences

1→ E(Q)/2E(Q)→ S2 →X2 → 1

and
1→

{(
K×
)2
,−ρ

(
K×
)2}→ S2 → C2 → 1.

Let i : E◦(Q)/2E(Q) → E(Q)/2E(Q) be inclusion. Define α : E◦(Q)/2E(Q) → C2 by
α = g ◦ ϕ ◦ i and β : C2 →X2 such that the following diagram commutes.

1

��{
(K×)

2
,−ρ (K×)

2
}

��
1 // E(Q)/2E(Q)

ϕ // S2
π //

g

��

X2
//

id
��

1

1 // E◦(Q)/2E(Q) α //

i

OO

C2
β //

��

X2
// 1

1
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To see that β is uniquely defined, note that
{

(K×)
2
,−ρ (K×)

2
}
⊆ Imϕ since

ϕ ((0, 1) + 2E(Q)) = −ρ (K×)
2 and ϕ (2E(Q)) = (K×)

2. By the exactness of the vertical
sequence,

ker g =
{(
K×
)2
,−ρ

(
K×
)2} ⊆ Imϕ = kerπ.

It follows that there is a unique homomorphism β : C2 →X2 such that β ◦ g = id ◦ π.
First we show exactness at X2. Note that β is onto if and only if π is onto, which it is, since

the upper sequence is known to be exact.
Next we show exactness at E◦(Q)/2E(Q). Let (x, y) ∈ kerα, so (x, y) ∈ E◦(Q). Then

[OK ] = α ((x, y) + 2E(Q)) = g ◦ ϕ ◦ i ((x, y) + 2E(Q)) ,

so ϕ ◦ i ((x, y) + 2E(Q)) ∈ ker g =
{

(K×)
2
,−ρ (K×)

2
}

. Suppose for contradiction that ϕ ◦
i ((x, y) + 2E(Q)) = −ρ (K×)

2. Then

ϕ((x, y) + 2E(Q)) = −ρ
(
K×
)2

= ϕ((0, 1) + 2E(Q)),

so (x, y) + 2E(Q) = (0, 1) + 2E(Q) since ϕ is injective. Thus, (x, y)− (0, 1) ∈ 2E(Q) ⊆ E◦(Q).
But (x, y) ∈ E◦(Q) and E◦(Q) is a subgroup of E(Q), so (0, 1) ∈ E◦(Q). This implies that
0 > ρ′′, a contradiction. Hence, it must be that ϕ ◦ i ((x, y) + 2E(Q)) = (K×)

2. Thus, (x, y) +
2E(Q) ∈ kerϕ◦i. Since ϕ, i are each injective, ϕ◦i is also injective, so (x, y)+2E(Q) = 2E(Q).
Thus, α is injective and the sequence is exact at E◦(Q)/2E(Q).

It remains to show exactness atC2. To see that Imα ⊆ ker β, let (x, y)+2E(Q) ∈ E◦(Q)/2E(Q).
Then

β ◦ α((x, y) + 2E(Q)) = β ◦ g ◦ ϕ ◦ i((x, y) + 2E(Q)) = id ◦ π ◦ ϕ ◦ i((x, y) + 2E(Q)).

Note that ϕ ◦ i((x, y) + 2E(Q)) ∈ Imϕ = ker π, so id ◦ π ◦ ϕ ◦ i((x, y) + 2E(Q)) = Imϕ in
S2/ Imϕ = X2. Thus, Imα ⊆ ker β.

Finally, let [I] ∈ ker β, so β[I] = Imϕ in X2 = S2/ Imϕ. Since g is surjective, there is some
z (K×)

2 ∈ S2 such that g
(
z (K×)

2
)

= [I]. Then β ◦ g
(
z (K×)

2
)

= Imϕ. Thus,

z
(
K×
)2 ∈ ker β ◦ g = ker id ◦ π = ker π = Imϕ.

Therefore there is some (x, y) + 2E(Q) ∈ E(Q)/2E(Q) such that ϕ((x, y) + 2E(Q)) = z (K×)
2.

If (x, y) + 2E(Q) ∈ E◦(Q)/2E(Q), then

α((x, y) + 2E(Q)) = g ◦ ϕ ◦ i((x, y) + 2E(Q))

= g(ϕ((x, y) + 2E(Q)))

= g(z
(
K×
)2

)

= [I],
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and so [I] ∈ Imα, as desired. If (x, y) + 2E(Q) /∈ E◦(Q)/2E(Q), then (x, y) + (0, 1) + 2E(Q) ∈
E◦(Q)/2E(Q), since the sum of any two points in E(Q)− E◦(Q) is in E◦(Q). Thus,

α((x, y) + (0, 1) + 2E(Q)) = g ◦ ϕ ◦ i((x, y) + (0, 1) + 2E(Q))

= g ◦ ϕ((x, y) + (0, 1) + 2E(Q))

= g ◦ ϕ((x, y) + 2E(Q))g ◦ ϕ((0, 1) + 2E(Q))

= g
(
z
(
K×
)2)

g
(
−ρ
(
K×
)2)

= [I] [OK ]

= [I].

Therefore in any case [I] ∈ Imα. Thus, ker β ⊆ Imα so ker β = Imα. Hence, the sequence is
exact, as claimed.

Theorem 27 gives an important inequality relating the rank of E(Q) to the 2-rank of the class
group of K, as seen in the following corollary. This relationship will be particularly useful when
examining specific examples in Section 3.5.

Corollary 33. With E,C2,X2 as above,

rk (E(Q)) ≤ 1 + rk2 (C2) ,

with equality holding if and only if X2 = 0.

Proof. By a well-known theorem, see for example [16], E(Q) is isomorphic to one of

Z/`Z⊕ Zrfor 1 ≤ ` ≤ 10

Z/2Z⊕ Z/2`Z⊕ Zrfor 1 ≤ ` ≤ 4,

for some r ∈ Z+. In our case, we know that none of the elements in E of order 2 is rational, so
E(Q) ∼= Z/`Z⊕ Zr, with ` odd. Note that if ` is odd, then 2(Z/`Z) = Z/`Z. Hence,

E(Q)/2E(Q) ∼= (Z/`Z⊕ Zr) / (2 (Z/`Z⊕ Zr)) ∼= (Z/2Z)r.

Therefore, rk(E(Q)) = r = rk2(E(Q)/2E(Q)).
Note that E(Q/2E(Q)) is a Z/2Z-vector space. Furthermore, E◦(Q)/2E(Q) is a subspace of

E(Q)/2E(Q). Let B be a basis for E◦(Q)/2E(Q) over Z/2Z. We claim that B′ = B∪{(0, 1)} is
a basis for E(Q)/2E(Q). It is clear that B′ is linearly independent since (0, 1) ∈ E(Q)− E◦(Q),
so it suffices to show that B′ spans E(Q)/2E(Q). Let (x, y) ∈ E(Q). If (x, y) ∈ E◦(Q) then
(x, y) ∈ span(B) ⊆ span(B′), as desired. If (x, y) ∈ E(Q)−E◦(Q) then (x, y) + (0, 1) = (v, w)
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for some (v, w) ∈ E◦(Q). Therefore (x, y) + 2E(Q) = (v, w) − (0, 1) + 2E(Q) ∈ span(B′), as
desired. Hence, rk2 (E◦(Q)/2E(Q)) = |B| = |B′| − 1 = rk(E(Q)/2E(Q))− 1.

By Theorem 27, there is a monomorphism α : E◦(Q)→ C2. Therefore, rk2 (E◦(Q)/2E(Q)) ≤
rk2 (C2). Using the fact that rk2 (E◦(Q)/2E(Q)) = rk(E(Q)/2E(Q))− 1 we have

rk(E(Q)/2E(Q)) = rk2 (E◦(Q)/2E(Q)) + 1 ≤ rk2 (C2) + 1,

as desired.
Note that if X2 = 0 then α is an isomorphism and so

C2
∼= E◦(Q)/2E(Q).

Therefore, rk2 (C2) = rk2 (E◦(Q)/2E(Q)) and rk(E(Q)/2E(Q)) = 1 + rk2 (C2). If X2 6= 0
then

C2/ Im(α) ∼= X2 6= 0,

so Im f ( C2. Thus, rk2 (E◦(Q)/2E(Q)) < rk2 (C2). In this case, rk(E(Q)/2E(Q)) < 1 +
rk2 (C2), as claimed.

3.4 Quartic fields associated with the simplest cubic fields
The goal of this section is to establish connections between points on E(Q) and certain extension
fields of K under the assumption that X2 is trivial. In particular, we will use information about
the elliptic curve to determine the sets of conjugate quartic fields referred to in Theorem 14.

First we set up some notation. Note that all extensions of Q and K defined in this section are
contained in C. Since X2 = 0, it follows from Theorem 27 that E◦(Q)/2E(Q) ∼= C2 via the map
α, where

α((x, y) + 2E(Q)) = [I],

with I a (fractional) ideal such that I2 = 〈x− ρ〉.
Let (d, e) ∈ E(Q) and q(x) be the quartic polynomial obtained from (d, e) as in Proposition 13.

Let F be the splitting field of q(x) and m1,m2,m3,m4 be the zeros of q(x). For i = 1, 2, 3, 4
let (xi, yi) be the point on E satisfying 2 (xi, yi) = (d, e) obtained from mi as in the proof of
Proposition 13. That is, if f(x+ d) = ax3 + bx2 + cx+ d, then

xi =
1

2a

(
m2
i − b

)
+ d

and
yi =

mi

2a

(
m2
i − b

)
− e.
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It follows from Proposition 13 that these are the only solutions to 2 (xi, yi) = (d, e). Recall that
E[2] = {(ρ, 0), (ρ′, 0), (ρ′′, 0),∞}. Hence for all σ ∈ Gal(K/Q),

2 ((x1, y1) + (σ(ρ), 0)) = 2 (x1, y1) + 2(σ(ρ), 0) = (d, e) +∞ = (d, e),

so (x1, y1)+(σ(ρ), 0) = (xj, yj) for some j. Without loss of generality, assume the mi are ordered
such that

(x2, y2) = (x1, y1) + (ρ, 0)

(x3, y3) = (x1, y1) + (ρ′, 0)

(x4, y4) = (x1, y1) + (ρ′′, 0)

It is easy to see that Q (mi) = Q (xi, yi). Define the set of conjugate fields determined by q(x)
to be

Sq = {Q(mi) : i = 1, 2, 3, 4} .

Proposition 34. Let (d, e), (d1, e1) ∈ E(Q) − 2E(Q) such that (d, e) ≡ (d1, e1) (mod 2E(Q)).
Let q1(x) be the quartic polynomial determined by (d1, e1) as in Proposition 13. Then Sq = Sq1 .

Proof. Let n1, n2, n3, n4 be the zeros of q1(x). For i = 1, 2, 3, 4 let (ui, vi) be the point on E
satisfying 2 (ui, vi) = (d1, e1) obtained from ni as in the proof of Proposition 13.

Since (d1, e1) ≡ (d, e) (mod 2E(Q)), we may write (d1, e1) = (d, e) + 2(x, y) for some
(x, y) ∈ E(Q). Fix i ∈ {1, 2, 3, 4}. Note that

(d1, e1) = 2 ((xi, yi) + (x, y)) ,

so it must be that (xi, yi) + (x, y) = (uj, vj) for some j ∈ {1, 2, 3, 4}.
We claim that Q (uj, vj) = Q (xi, yi). Note that since (xi, yi) , (x, y) ∈ E (Q (xi, yi)), it

follows that (uj, vj) = (xi, yi) + (x, y) ∈ E (Q (xi, yi)), so uj, vj ∈ Q (xi, yi). Similarly,
(uj, vj) , (x, y) ∈ E (Q (uj, vj)), so (xi, yi) = (uj, vj) − (x, y) ∈ E (Q (uj, vj)). Hence, xi, yi ∈
Q (uj, vj). Therefore, Q (uj, vj) = Q (xi, yi), as claimed.

We have
Q (mi) = Q (xi, yi) = Q (uj, vj) = Q (nj) ∈ Sq1 .

Since this holds for each i, Sq ⊆ Sq1 . The proof that Sq1 ⊆ Sq is similar. Hence, q(x) and q1(x)
determine the same sets of conjugate quartic fields.

Next we investigate the structure of F = Q (m1,m2,m3,m4).
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Proposition 35. Let (d, e) ∈ E(Q). F = K
(√

d− ρ,
√
d− ρ′

)
. Furthermore,

Gal(F/Q) ∼=

{
Z/3Z if F = K

A4 if F 6= K.

Proof. Recall that F = Q (x1, y1, x2, y2, x3, y3, x4, y4). First we show that K ⊆ F . It suffices to
show that ρ ∈ F . Since xi, y, ∈ F for i = 1, 2, 3, 4,

(ρ, 0) = (x2, y2)− (x1, y1) ∈ E(F ).

Hence ρ ∈ F and K ⊆ F , as claimed.

Recall from Corollary 17 that there is an injection E(F )/2E(F ) ↪→
(
F×/ (F×)

2
)3

given by

(x, y) + 2E(F ) 7→ (x− ρ, x− ρ′, x− ρ′′) .

Therefore (d, e) ∈ 2E(F ) if and only if d− ρ, d− ρ′, d− ρ′′ ∈ (F×)
2. Hence,

F = K
(√

d− ρ,
√
d− ρ′,

√
d− ρ′′

)
.

Note that e2 = (d− ρ) (d− ρ′) (d− ρ′′) so√
d− ρ′′ = ±e√

d− ρ
√
d− ρ′

∈ K
(√

d− ρ,
√
d− ρ′

)
.

Hence F = K
(√

d− ρ,
√
d− ρ′

)
, as claimed.

Note that if F = K then Gal(F/Q) = Gal(K/Q) ∼= Z/3Z. Therefore, assume that F 6= K.
Let ∆f , ∆q, and ∆K be the discriminants of f(x), q(x), and K, respectively. We know ∆f 6= 0
since f(x) has three distinct zeros. Also, ∆f = n2∆K = (nD)2 for some n ∈ Z+. We showed
in Section 2.3 that ∆f and ∆q differ by a nonzero square in Q. Since ∆f ∈ (Q×)

2, it follows
that ∆q ∈ (Q×)

2 as well. By [7, Corollary V.4.6], Gal(F/Q) is isomorphic to a subgroup of
A4. Since the cubic field K ( F , 3 | |Gal(F/Q)| and so |Gal(F/Q)| = 6 or 12. As A4 does
not have a subgroup of order 6 and F/Q is Galois, it must be that |Gal(F/Q)| = 12. Therefore
Gal(F/Q) ∼= A4, as claimed.

If F 6= K, we have the following diagram.
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F

2
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2
2
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K
(√

d− ρ
)

2

TTTTTTTTTTTTTTTTTTTTTTTT
K
(√

d− ρ′
)

2

K
(√

d− ρ′′
)

2

iiiiiiiiiiiiiiiiiiiiiiii

Q (m1)

3

ttttttttttttttttttttttttttttttt
Q (m2)

3

���������������������

K Q (m3)

3

888888888888888888888

Q (m4)

3

KKKKKKKKKKKKKKKKKKKKKKKKKKKKKKK

Q

3
4

UUUUUUUUUUUUUUUUUUUUUUUUUU

4

KKKKKKKKKKKKK

4
sssssssssssss

4

iiiiiiiiiiiiiiiiiiiiiiiiii

The fields Q (mi) are quadratic extensions of Q whose Galois closure, namely F , contains
K. If |∆Q(mi)| = |∆K |, then the Q (mi) are some of the fields that are counted in Theorem 14.
The following lemma is needed to prove Proposition 37, which shows that this condition on the
discriminants is satisfied.

Lemma 36. If (d, e) ∈ E(Q), then d = a/b where gcd(a, b) = 1 and b is a square in Z.

Proof. Write d = a/b and e = r/s with a, b, r, s ∈ Z and gcd(a, b) = 1 = gcd(r, s). Using the
fact that f(d) = e2 we have

b3r2 = s2
(
a3 +ma2b− (m+ 3)ab2 + b3

)
.

Let p be a prime such that vp(b) > 0. Then p - a3 +ma2b−(m+3)ab2 +b3 since gcd(a, b) = 1.
By unique prime factorization, p3vp(b) | s2. Since p | s and gcd(r, s) = 1, it follows that 2vp(s) =
vp (s2) = 3vp(b). Hence, vp(b) ∈ 2Z for all primes p. Therefore b is a square in Z, as claimed.

Proposition 37. If (d, e) ∈ E◦(Q) − 2E(Q), then |∆Q(mi)| = |∆K | and K
(√

d− ρ
)
/K is un-

ramified. If (d, e) ∈ E(Q) − E◦(Q), then |∆Q(mi)| = 64|∆K | and K
(√

d− ρ
)
/K is ramified at

2 and two infinite primes and unramified elsewhere.

Proof. First we prove the statements about ramification. Recall that there is some ideal I such that
I2 = 〈d− ρ〉. Since 〈2〉 is prime in K, we can write

〈d− ρ〉 = 〈2〉2ea2

for some ideal a relatively prime to 2. We know a2 must be principal, say a2 = 〈α〉. By choosing
the appropriate α, we may write d− ρ = 22eα, so

K
(√

d− ρ
)

= K
(√

22eα
)

= K
(
2e
√
α
)

= K
(√

α
)
.
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Therefore, it suffices to show K (
√
α) /K has the desired ramification.

Note that α and d− ρ have the same signature. If (d, e) ∈ E◦(Q)− 2E(Q) then d− ρ is totally
positive and hence α is totally positive. By construction α is relatively prime to 2, so Lemma 30
implies that K (

√
α) /K is an unramified extension, as claimed.

Now suppose that (d, e) ∈ E(Q) − E◦(Q). Then d − ρ > 0, d − ρ′ < 0, d − ρ′′ < 0. Hence,√
d− ρ′,

√
d− ρ′′ ∈ C−R soK

(√
d− ρ

)
/K is ramified at the two infinite primes corresponding

to σ2, σ3 ∈ Gal(K/Q). Furthermore by Theorem 12, K (
√
α) /K is unramified at all finite primes

except possibly 2. Suppose for contradiction that K
(√

d− ρ
)

= K (
√
α) is unramified at 2.

Then K (
√
α) /K is unramified at all finite primes. Corollary 10 implies that K (

√
α) /K is also

unramified at all infinite primes, a contradiction. Therefore 2 must be ramified in K
(√

d− ρ
)
/K,

as desired.
To see that |∆Q(mi)| = |∆K | when (d, e) ∈ E◦(Q) − 2E(Q), note that Gal(F/Q) ∼= A4 by

Proposition 35, since (d, e) /∈ 2E(Q) and so F 6= K. Also, since (d, e) ∈ E◦(Q), d−ρ, d−ρ′ > 0,
so F = K

(√
d− ρ,

√
d− ρ′

)
⊆ R. Hence any subfield of F has no complex embeddings. With

notation as in Proposition 19, Mj = Q (mj) for j = 1, 2, 3, 4 and Li = K
(√

d− σi(ρ)
)

for
i = 1, 2, 3. We have rLi

= 6 = 2 + rmj
and tLi

= 0 = tMj
. Hence, by Proposition 19,

|∆L1| = |∆K∆Mj
|.

Recall that ∆L1 = NK/Q
(
δL1/K

)
∆

[L1:K]
K , where δL1/K is the relative discriminant of L1 over

K. As L1 = K
(√

d− ρ
)

is an unramified extension of K, δL1/K is a unit in OK since any
primes that divide 〈δL1/K〉 must ramify in L1. Hence, ∆L1 = ∆2

K and ∆2
K = |∆L1| = |∆K∆Mj

|.
Therefore, |∆Q(mj)| = |∆Mj

| = |∆K | for j = 1, 2, 3, 4, as claimed.
Next we show that |∆Q(mi)| = 64|∆K | if (d, e) ∈ E(Q)−E◦(Q). By Lemma 36 we may write

d = a/g2 for a, g ∈ Z relatively prime. Let β = g2(d − ρ) = a − g2ρ. Since 2 is inert in K,
OK = Z[ρ], and gcd(a, g) = 1, it follows that 〈β〉 is relatively prime to 〈2〉.

Now K
(√

β
)

is wildly ramified at 2 since
[
K
(√

β
)

: K
]

= 2 and the ramification index of
2 is 2. By [2, page 21] it follows that 4 | δL1/K . Furthermore, using the norm formula for the
discriminant, we have that δL1/K = −NL1/K

(
2
√
β
)

= 4β. As 2 is the only ramified prime, it is
the only prime dividing δL1/K , so we have δL1/K = 4. Thus, ∆L1 = δL1/K∆

[L1:K]
K = 4∆2

K .
Again, we know that F 6= K, so Gal(F/Q) ∼= A4 by Proposition 35. Since (d, e) ∈ E(Q) −

E◦(Q) it follows that d − ρ > 0 and d − ρ′, d − ρ′′ < 0. Then L1 = K
(√

d− ρ
)

has two real
embeddings and four complex embeddings. Recall that the mj are zeros of q(x) which has cubic
resolvent −64f

(−x
4

+ d
)
. The zeros of −64f

(−x
4

+ d
)

are u = 4(d− ρ) > 0, v = 4(d− ρ′) < 0,
and w = 4(d− ρ′′) < 0. Therefore the four zeros of q(x) are

1

2

(√
u±

(√
v +
√
w
))

and
1

2

(
−
√
u±

(√
v −
√
w
))
.

As
√
v,
√
w /∈ R, it follows that mj /∈ R for j = 1, 2, 3, 4. Thus, Mj has no real embeddings and
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four complex embeddings for all j. Hence, rL1 = 2 + rMj
and tL1 = 4 = tMj

. By Proposition 19,
|∆L1| = |∆K∆Mj

|. Since ∆L1 = 64∆2
K , we have |∆Q(mj)| = |∆Mj

| = 64|∆K |, as claimed.

With the exception of Proposition 40 and Corollary 41, assume (d, e) ∈ E◦(Q) − 2E(Q) for
the remainder of Section 3.4. Define an action ? of Gal(K/Q) on C2 by σ ? [I] = [σ(I)]. To
see that the action is well defined, suppose [I] = [J ], so I = 〈γ〉J for some γ ∈ K×. For any
σ ∈ Gal(K/Q) we have σ(I) = 〈σ(γ)〉σ(J). Since σ(I) differs from σ(J) by a principal ideal, it
follows that σ ? [I] = [σ(I)] = [σ(J)] = σ ? [J ], so the action is well defined.

We can extend ? to E◦(Q)/2E(Q) by the following composition

Gal(K/Q)× E◦(Q)/2E(Q)
id×α−→ Gal(K/Q)× C2

?−→ C2
α−1

−→ E◦(Q)/2E(Q),

where α : E◦(Q)/2E(Q) → C2 is the map defined in the proof of Theorem 27. We will call this
action ∗.

Let [I] ∈ C2 such that I2 = 〈d − ρ〉. Then, letting I ′ = σ2(I) and I ′′ = σ3(I), the orbit of [I]
under ? is {[I], [I ′], [I ′′]}. We would like to translate this orbit into E◦(Q)/2E(Q). That is, we are
looking for the orbit of (d, e) + 2E(Q) under ∗.

Note that (I ′)2 = (σ2(I))2 = σ2 (I2) = 〈d − ρ′〉 since d ∈ Q. Also, there is some ideal J
such that [J ] = [I ′] and J2 = 〈d′ − ρ〉 for some (d′, e′) ∈ E◦(Q). Since [J ] = [I ′], it follows that
J = 〈β〉I ′ for some β ∈ K×. Hence J2 = 〈β〉2(I ′)2 = 〈β〉2〈d− ρ′〉 and we may write

d′ − ρ = εβ2(d− ρ′),

for some ε ∈ O×K . Hence, (d′, e′) + 2E(Q) is part of the desired orbit.
Next, define (d′′, e′′) = (d, e) + (d′, e′) ∈ E◦(Q). Note that

α((d′′, e′′) + 2E(Q)) = α((d, e) + (d′, e′) + 2E(Q))

= α((d, e) + 2E(Q))α((d′, e′) + 2E(Q))

= [I][I ′] = [II ′].

Furthermore,

(II ′)2 = I2(I ′)2 = 〈d−ρ〉〈d−ρ′〉 =

〈
e2

d− ρ′′

〉
=

〈
e2

(d− ρ′′)2

〉
〈d−ρ′′〉 =

〈
e2

(d− ρ′′)2

〉
(I ′′)2.

Therefore II ′ =
〈

e
d−ρ′′

〉
I ′′, so α((d′′, e′′) + 2E(Q)) = [II ′] = [I ′′]. Now, there is some ideal

L ∈ [I ′′] such that L2 = 〈d′′ − ρ〉. As above, L = 〈γ〉I ′′ for some γ ∈ K×. Hence L2 =
〈γ〉2(I ′′)2 = 〈γ〉2〈d− ρ′′〉 and we may write

d′′ − ρ = ηγ2(d− ρ′′),
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for some η ∈ O×K . Hence, the orbit of (d, e) + 2E(Q) under ∗ is {(d, e) + 2E(Q), (d′, e′) +
2E(Q), (d′′, e′′)+2E(Q)}. Note that, as shown here, it is always possible to choose representatives
of the elements in the orbit such that (d′′, e′′) = (d, e) + (d′, e′).

Lemma 38. With notation as above, the splitting fields of the quartic polynomials associated with
(d, e), (d′, e′), and (d′′, e′′), as in Proposition 13, are equal.

Proof. By Proposition 35 it suffices to show that

K
(√

d− ρ,
√
d− ρ′

)
= K

(√
d′ − ρ,

√
d′ − ρ′

)
= K

(√
d′′ − ρ,

√
d′′ − ρ′

)
.

We will show that K
(√

d− ρ,
√
d− ρ′

)
= K

(√
d′ − ρ,

√
d′ − ρ′

)
. The other equality is similar.

Recall that d′ − ρ = εβ2(d − ρ′). Since (d, e), (d′, e′) ∈ E◦(Q), d − ρ and d − ρ′ are totally
positive. Therefore ε is totally positive, so ε is a square in K. Let η =

√
εβ ∈ K×. Then

d′ − ρ = η2(d− ρ′), (23)

and so K
(√

d′ − ρ
)

= K
(√

d− ρ′
)
. Applying σ2 ∈ Gal(K/Q) to Equation (23) we have d′ −

ρ′ = (η′)2(d−ρ′′). We showed in the proof of Proposition 35 that
√
d− ρ′′ ∈ K

(√
d− ρ,

√
d− ρ′

)
,

so
√
d′ − ρ′ = η′

√
d− ρ′′ ∈ K

(√
d− ρ,

√
d− ρ′

)
. Therefore,

K
(√

d′ − ρ,
√
d′ − ρ′

)
⊆ K

(√
d− ρ,

√
d− ρ′

)
.

Similarly, applying σ3 ∈ Gal(K/Q) to Equation (23) we have d′ − ρ′′ = (η′′)2(d − ρ). Thus,√
d− ρ = (1/η′′)2

√
d′ − ρ′′ ∈ K

(√
d′ − ρ,

√
d′ − ρ′

)
and

K
(√

d− ρ,
√
d− ρ′

)
= K

(√
d′ − ρ,

√
d′ − ρ′

)
, as desired.

Note that if any two of these points are congruent modulo 2E(Q), the third point is in 2E(Q).
If the third point is in 2E(Q), its associated quartic polynomial from Proposition 13 has a zero in
Q. It follows that the associated splitting field has degree less than 12 over Q. But (d, e) /∈ 2E(Q)
by assumption and so [F : Q] = 12. This contradicts Lemma 38, so (d, e), (d′, e′), and (d′′, e′′) are
distinct modulo 2E(Q). Hence (d′, e′), (d′′, e′′) /∈ 2E(Q).

Let S be the set of all orbits under ∗ of nonidentity elements of E◦(Q)/2E(Q). Let T be the
set of all fields, M , such thatM is the splitting field of a quartic polynomial associated with a point
in E◦(Q)− 2E(Q).

Proposition 39. There is a one-to-one correspondence between the orbits in S and the fields in
T . In particular, given F ∈ T , there is exactly one orbit in S such that F is the splitting field
of the quartic polynomial associated with any representative point of any element in the orbit.
Conversely, given an orbit in S, any representative point of any element in that orbit produces the
same field in T .
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Table 5: Gal(F/K)

1 2 3 4
τ1 1 2 3 4
τ2 2 1 4 3
τ3 3 4 1 2
τ4 4 3 2 1

Proof. As above, let q(x) be the quartic polynomial associated with (d, e) as in Proposition 13,
and let F be the splitting field of q(x). We will show that if (x, y) ∈ E◦(Q) such that all solutions
of 2 (xi, yi) = (x, y) are in F , then (x, y) is equivalent to one of (d, e), (d′, e′), (d′′, e′′) modulo
2E(Q). In order to prove this, we need to set up some notation. Let (xi, yi), (d′i, e

′
i), and (d′′i , e

′′
i ) for

i = 1, 2, 3, 4, be the solutions to 2 (xi, yi) = (x, y), 2 (d′i, e
′
i) = (d′, e′), and 2 (d′′i , e

′′
i ) = (d′′, e′′),

respectively. It follows from Proposition 35 that Gal(F/K) ∼= Z/2Z ⊕ Z/2Z. Let Gal(F/K) =
{τ1, τ2, τ3, τ4}. Without loss of generality, we may assume that (xi, yi), (d′i, e

′
i), and (d′′i , e

′′
i ) are

indexed such that Gal(F/K) induces the action on their indices indicated in Table 5.
For all (x, y) ∈ 2E(F ), define the ordered triple

Ax,y = (τ2 (x1, y1)− (x1, y1) , τ3 (x1, y1)− (x1, y1) , τ4 (x1, y1)− (x1, y1))

in E(F ) × E(F ) × E(F ). Note that for any i = 1, 2, 3, 4 and any τ ∈ Gal(F/K), we have
τ (xi, yi)− (xi, yi) ∈ E[2] since

2 (τ (xi, yi)− (xi, yi)) = 2 (τ (xi, yi))−2 (xi, yi) = τ (2 (xi, yi))−(x, y) = τ(x, y)−(x, y) =∞.

Therefore, the ordered triple Ax,y must be one of

((ρ, 0), (ρ′, 0), (ρ′′, 0)) ((ρ, 0), (ρ′′, 0), (ρ′, 0))
((ρ′, 0), (ρ′′, 0), (ρ, 0)) ((ρ′, 0), (ρ, 0), (ρ′′, 0))
((ρ′′, 0), (ρ, 0), (ρ′, 0)) ((ρ′′, 0), (ρ′, 0), (ρ, 0)) .

Next we show that in fact, there are only three possible values that Ax,y may take on for a given
field F . In particular, either Ax,y is always in the left column or Ax,y is always in the right column
for all (x, y) ∈ 2E(F ). Suppose for contradiction that (x, y), (u, v) ∈ 2E(F ) such that Ax,y is
in the left column and Au,v is in the right column. For now, say Ax,y = ((ρ, 0), (ρ′, 0), (ρ′′, 0))
and Au,v = ((ρ, 0), (ρ′′, 0), (ρ′, 0)). A similar argument will work for any chosen pair. We have
τ2 (x1, y1) = (ρ, 0) = τ2 (u1, v1). It follows that τ2 ((u1, v1)− (xi, yi)) = (u1, v1) − (xi, yi).
Hence, (u1, v1)− (xi, yi) is a point defined over the fixed field of {τ1, τ2}, call this field M . Notice
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that [M : Q] = 6 and (u, v) − (x, y) ∈ 2E(M). By Proposition 13, M contains a root of the
quartic polynomial associated with (u, v) − (x, y). But this means that M contains a degree four
extension which is impossible since 4 - 6. Hence, it must be that Ax,y is restricted to one column
for all (x, y) ∈ 2E(F ).

Of course, the same is true for τ (di, ei)− (di, ei), τ (d′i, e
′
i)− (d′i, e

′
i), and τ (d′′i , e

′′
i )− (d′′i , e

′′
i ).

We will show that Ad,e, Ad′,e′ , Ad′′,e′′ are distinct and thus the three possible triples are represented
the points (d, e), (d′, e′), and (d′′, e′′).

Suppose that Ad,e = Ad′,e′ = ((ρ, 0), (ρ′, 0), (ρ′′, 0)). The other cases are similar. Then for all
τ ∈ Gal(F/K), τ (d1, e1)− (d1, e1) = τ (d′1, e

′
1)− (d′1, e

′
1). This implies that

τ ((d1, e1)− (d′1, e
′
1)) = (d1, e1)− (d′1, e

′
1)

for all τ ∈ Gal(F/K). Hence, (d1, e1) − (d′1, e
′
1) ∈ E(K) and (d, e) + (d′, e′) ∈ 2E(K). But

we’ve seen that (d, e) + (d′, e′) = (d′′, e′′) /∈ 2E(K), so we’ve reached a contradiction. Following
similar arguments, we see that Ad,e, Ad′,e′ , Ad′′,e′′ must be distinct.

As there are only three possible for Ax,y, it must be that Ax,y ∈ {Ad,e, Ad′,e′ , Ad′′,e′′}. Without
loss of generality assumeAx,y = Ad,e. By the above argument, we see that (d, e)−(x, y) ∈ 2E(K).
Let q(x) be the quartic polynomial associated with (d, e) − (x, y). By Proposition 13 it follows
that q(x) has a zero in K. Since q(x) is a quartic polynomial and [K : Q] = 3, it must be that
q(x) actually has a zero in Q. Therefore, (d, e) − (x, y) ∈ 2E(Q) by Proposition 13. Hence,
(d, e) ≡ (x, y) (mod 2E(Q)), so they represent the same equivalence class in E◦(Q)/2E(Q).
Also, (x, y) + 2E(Q) is part of the orbit of (d, e) + 2E(Q) under ∗, as desired.

Note that Proposition 39 is related to Theorem 14. It gives an explicit way to construct the
quartic fields associated with K. Also, from the correspondence that was established, we recover
his result that there are 1

3
(|C2| − 1) sets of conjugate quartic fields with discriminant equal to that

of K and whose Galois closure contains K.
Proposition 39 only gives the correspondence between fields in T and orbits in S. These orbits

are restricted to points in E◦(Q) since the action relies on the isomorphism E◦(Q)/2E(Q) ∼= C2.
However, we can extend the result to points in E(Q)− E◦(Q) as well.

Proposition 40. If (d, e), (x, y) ∈ E(Q) − E◦(Q) yield the same set of conjugate quartic fields,
then (d, e) ≡ (x, y) (mod 2E(Q)).

Proof. Note that if (d, e), (x, y) ∈ E(Q) − E◦(Q) yield the same set of conjugate quartic fields,
then the associated splitting fields are also equal. In fact, using Proposition 35 we have

F = K
(√

d− ρ,
√
d− ρ′

)
= K

(√
x− ρ,

√
x− ρ′

)
. (24)

54



Suppose for contradiction that (d, e) 6≡ (x, y) (mod 2E(Q)). Define

(d′, e′) = (d, e) + (x, y) ∈ E◦(Q)− 2E(Q).

By Proposition 37, the extension K
(√

d′ − ρ
)
/K is unramified. Since

[
K
(√

d′ − ρ
)

: K
]

= 2,
this extension is also abelian and so K

(√
d′ − ρ

)
is contained in the Hilbert class field, say HK ,

of K. Since HK is Galois over K, the Galois closure of K
(√

d′ − ρ
)

is contained in HK and is
therefore unramified. Hence K

(√
d′ − ρ,

√
d′ − ρ′

)
is unramified over K since it is the Galois

closure of K
(√

d′ − ρ
)

over K.

Let ϕ : E(K)/2E(K)→
(
K×/ (K×)

2
)3

be the map defined in Corollary 17. Note that since

(d′, e′) + (d, e) + (x, y) = 2(d′, e′) ∈ 2E(Q),

(d′, e′) + (d, e) + (x, y) ∈ kerϕ. Therefore

(d′ − ρ)(d− ρ)(x− ρ) = ϕ ((d′, e′) + (d, e) + (x, y)) ∈
(
K×
)2
.

It follows that
√
d′ − ρ ∈ K

(√
d− ρ,

√
x− ρ

)
and thus K

(√
d′ − ρ

)
⊆ K

(√
d− ρ,

√
x− ρ

)
.

By Equation (24) we have K
(√

d− ρ,
√
x− ρ

)
⊆ F . We will show that equality holds.

Suppose for a contradiction that
√
x− ρ ∈ K

(√
d− ρ

)
. Then

√
x− ρ = r + s

√
d− ρ for

some r, s ∈ K, so x−ρ = r2 +bs2 +2rs
√
d− ρ. Since

√
d− ρ /∈ K, rs = 0. Since

√
x− ρ /∈ K,

it must be that r = 0 and so
√
x− ρ = s

√
d− ρ. Squaring both sides yields x− ρ = s2(d− ρ), so

x−ρ and d−ρ differ by a square inK. By Proposition 15, (d, e)−(x, y) ∈ 2E(K). As in the proof
of Proposition 39 (d, e)− (x, y) ∈ 2E(Q), a contradiction. Therefore,

√
x− ρ /∈ K

(√
d− ρ

)
and

so
[
K
(√

d− ρ,
√
x− ρ

)
: Q
]

= 12. It follows that K
(√

d− ρ,
√
x− ρ

)
= F .

Note that since F is Galois over Q and
√
d′ − ρ ∈ K

(√
d− ρ,

√
x− ρ

)
= F , we must

have K
(√

d′ − ρ,
√
d′ − ρ′

)
⊆ F . Since (d′, e′) /∈ 2E(Q), it follows that the splitting field

of the corresponding quartic polynomial, which is K
(√

d′ − ρ,
√
d′ − ρ′

)
by Proposition 35, is

of degree 12 over Q. Since [F : Q] = 12 and K
(√

d′ − ρ,
√
d′ − ρ′

)
⊆ F , it follows that

K
(√

d′ − ρ,
√
d′ − ρ′

)
= F . We showed above that K

(√
d′ − ρ,

√
d′ − ρ′

)
/K is unramified, so

F is unramified. But since (d, e) ∈ E(Q) − E◦(Q), F = K
(√

d− ρ,
√
d− ρ′

)
is ramified at 2

by Proposition 37. We have reached a contradiction. Therefore, it must be that (d, e) ≡ (x, y)
(mod 2E(Q)), as claimed.

Corollary 41 is useful in determining the form of points in E(Q) depending on the chosen
value of the parameter m.

Corollary 41. Suppose (d, e) ∈ E◦(Q). Let d = a
4sb2

with a ∈ Z, b odd, and s ≥ 0. Then

1. if m is even, then s > 0 and a ≡ 1 (mod 4)
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2. if m ≡ 1 (mod 4) and s = 0, then a ≡ 3 (mod 4)

3. if m ≡ 3 (mod 4) and s = 0, then a ≡ 2 (mod 4)

4. if m ≡ 1 or 3 (mod 4) and s > 0, then a ≡ 1 (mod 4).

Proof. By Lemma 36, d can be written in the stated form. Let g2 = 4sb2.
Let (d, e) ∈ E◦(Q), so K

(√
d− ρ

)
/K is an unramified extension by Proposition 37. In

particular, the extension is unramified at 2. Note that g2(d−ρ) = a−g2ρ is relatively prime to 2 in
OK since 2OK = {x+ yρ+ zρ2 : x, y, z ∈ 2Z} and either a or g is odd. Hence, by Theorem 12
g2(d − ρ) is congruent to a square modulo 4. Note that since g2(d − ρ) is relatively prime to 2, it
follows that g2(d− ρ) 6≡ 0 (mod 4).

First suppose that m ∈ 2Z, so m ≡ 0, 2 (mod 4). According to Table 4 the only possible
residue classes for an element of the form x+ yρ are 0, 1, ρ+ 2 if m ≡ 0 (mod 4) and 0, 1, ρ+ 1
if m ≡ 2 (mod 4). We have already established that g2(d − ρ) 6≡ 0 (mod 4). Note that if
g2(d − ρ) ≡ ρ + 2 (mod 4) then equating coefficients −g2 ≡ 2 (mod 4), a contradiction since
the only squares in Z/4Z are 0, 1. Similarly, g2(d − ρ) 6≡ ρ + 1 (mod 4). Therefore, it must be
that g2d− g2ρ ≡ 1 (mod 4). Equating coefficients we have −g2 ≡ 0 (mod 4) so g2 = 4sb ∈ 2Z
so s > 0. Also, a = g2d ≡ 1 (mod 4), as claimed.

Next, assume that m ≡ 1 (mod 4). By Table 4 the possible residue classes are 0, 1, 3ρ+ 3. If
s = 0 then g2 6≡ 0 (mod 4) and so g2d − ρ 6≡ 1 (mod 4). Hence, g2d − g2ρ ≡ 3ρ + 3 (mod 4)
and so a = g2d ≡ 3 (mod 4) as desired. If s > 0 then g2 ≡ 0 (mod 4) and so g2d − g2ρ ≡ 1
(mod 4). Thus, a = g2d ≡ 1 (mod 4).

Finally, suppose that m ≡ 3 (mod 4). By Table 4 the possible residue classes are 0, 1, 3ρ+ 2.
If s = 0 then g2d 6≡ 0 (mod 4) and so g2d−ρ 6≡ 1 (mod 4). Hence, g2d−g2ρ ≡ 3ρ+2 (mod 4)
and so a = g2d ≡ 2 (mod 4). If s > 0 then g2d− g2ρ ≡ 1 (mod 4) and a ≡ 1 (mod 4) as in the
case m ≡ 1 (mod 4) above.

3.5 Examples
We conclude with two examples that make use of some of the results we have proved thus far. They
use theorems from Sections 3.2, 3.3.2, and 3.4. In particular, Theorem 27 is interesting because it
relates the free rank of an elliptic curve to the class number of the corresponding number field. In
general, both class numbers and ranks of elliptic curves are difficult to compute, so the inequality
obtained from Theorem 27 can be used either as a lower bound on the 2-part of the class group or
as an upper bound on the rank of the elliptic curve, depending on what information is know. The
following examples [19] demonstrate how the inequality can be useful.

Example 1.
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In this example we will see how knowledge of the class number of K can be used to obtain
information about the rank of E(Q) as well as the Hilbert class field of K. Consider the curve
y2 = f(x) with m = 11,

f(x) = x3 + 11x2 − 14x+ 1.

Three points on E(Q) are A = (0, 1), B = (2, 5), and C = (6, 23). By computing A−B, A−C,
and B − C and checking that the corresponding quartic polynomials are irreducible, we see that
A, B, and C are independent modulo 2E(Q). We show that A, B, and C are independent in
E(Q) as well. Suppose for a contradiction that n1A + n2B + n3C = ∞ with ni ∈ Z. Without
loss of generality, assume the ni are mutually relatively prime. Reducing modulo 2E(Q) we
have n1A + n2B + n3C = ∞. As A, B, and C are independent modulo 2E(Q), it follows that
ni = 0 for i = 1, 2, 3. But then 2 | ni for all i and the ni are not mutually relatively prime, a
contradiction. Thus, A, B, and C are independent. Therefore, rk(E(Q)) ≥ 3. Shanks [15] showed
that 4 is the class number of K. Thus Theorem 27 implies that rk(E(Q)) = 3. Furthermore, since
rk(E(Q)) = 1 + rk2 (C2), it follows that X2 = 0 for this curve.

Note that B,C ∈ E◦(Q) since we showed in Section 3.1 that for any m, ρ′′ < 2. Hence,
Proposition 37 implies that K

(√
2− ρ

)
/K and K

(√
6− ρ

)
are unramified extensions. Thus,

their composite field L = K
(√

2− ρ,
√

6− ρ
)

is also unramified. As B and C are independent
modulo 2E(Q), K

(√
2− ρ

)
6= K

(√
6− ρ

)
. Therefore [L : K] = 4. By Proposition 39, L is

the splitting field of the quartic polynomials associated with B and C, so L/Q is Galois, which
implies that L/K is Galois. Since L is an unramified abelian extension of degree equal to |C|, L
must be the Hilbert class field of K.

In this example, knowing the class number of K allowed us to find the free rank of E(Q) as
well as the Hilbert class field of K.

Example 2.

Next, consider the curve y2 = f(x) with m = 143,

f(x) = x3 + 143x2 − 146x+ 1.

Let C be the class group of K. Shanks [15] proved that |C| = 64.
Note that the point F = (90, 1369) ∈ E(Q) and 1369 = 372. Therefore 374 = f(90) and

Proposition 24 implies that 〈90− ρ〉 = I4 for some ideal I of OK . To see that [I] has order four in
the class group, we verify that I2 is not a principal ideal.

Suppose for contradiction that I2 = 〈β〉 for some β ∈ OK . Then 〈90 − ρ〉 = 〈β2〉, so there
is some ε ∈ O×K such that 90 − ρ = εβ2. Since ρ, ρ′, ρ′′ < 2, 90 − ρ is totally positive. So ε is
totally positive and hence a square, by Lemma 20. Thus 90 − ρ ∈ K2. By applying appropriate
elements of Gal(K/Q), it follows that 90−ρ′, 90−ρ′′ ∈ K2 as well. By Proposition 15, it follows
that F ∈ 2E(Q), so by Proposition 13, the associated quartic polynomial q(x) = x4 − 826x2 −
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10952x−29007 has a rational zero. However, this is not the case, so we’ve reached a contradiction.
Hence, I2 is not principal and thus [I] has order four in C.

Washington [21] shows that the 2-rank, 4-rank, and 8-rank of C are even. Since |C| = 64 and
C contains an element of order four, either C ∼= (Z/2Z)2 × (Z/4Z)2 or C ∼= (Z/8Z)2. We use
Proposition 13 and Theorem 27 to show that C ∼= (Z/2Z)2 × (Z/4Z)2.

Note that A = (0, 1), B = (2, 17), C = (6, 67), D = (30, 389) are in E(Q). By using PARI
to compute the differences of these points and then checking that the corresponding quartic poly-
nomials, from Proposition 13, are irreducible over Q, I showed that A,B,C,D,E are independent
modulo 2E(Q). As in Example 1, this implies that these five points are independent in E(Q).
Therefore, rk(E(Q)) ≥ 5. By Corollary 33, rk2 (C2) ≥ 4, so C ∼= (Z/2Z)2 × (Z/4Z)2. Finally,
Corollary 33 now implies that rk(E(Q)) = 5.
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