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1 Introduction

This thesis investigates the Hochschild cohomology of the convolution algebra of Lie
groupoids as an invariant of the underlying differentiable stack as well as its relation to
deformation cohomology of the Lie groupoid. We provide a bornological framework in
which the noncommutative convolution algebra can be viewed as the function algebra of
a differentiable stack.

In order to motivate the objects of interest, I will first sketch some points of view
from which the theory is naturally interesting.

1.1 Motivation

In classical noncommutative geometry, one is interested in geometric models for noncom-
mutative C*-algebras. The category of commutative C*-algebras is equivalent to the
category of locally compact Hausdorff spaces by the Gelfand-Naimark duality. The idea is
now that noncommutative algebras correspond to generalized spaces such as quotients of
group actions M/G that have a strange or trivial topology. The class of geometric models
that can incorporate this are topological groupoids. Their space of compactly supported
continuous functions come with a convolution product that is noncommutative in general.
One then completes this algebra to a C*-algebra. It is well-known that in this picture
Morita equivalent topological groupoids are mapped to Morita equivalent C*-algebras. 1

The Morita equivalence of C*-algebras for example implies that they are KK-equivalent.
The notion of Morita equivalence of Lie groupoids will be central to this thesis. Any

Lie groupoid represents a differentiable stack and Morita equivalent groupoids represent
the same stack. Hence, we can think of differentiable stacks as equivalence classes of Lie
groupoids. Differentiable stacks are a categorified and generalized class of smooth spaces.
Manifolds embed into differentiable stacks and the quotient stack replaces the singular
quotient space M/G.

Coming from the geometric side, Lie groupoids or differentiable stacks are inherently
interesting in the areas of equivariant differential geometry, Poisson geometry and mathe-
matical physics. The equivariant cohomology of a manifold with a Lie group action is a
special case of the de Rham cohomology of the action groupoid. 2 In Poisson geometry,
symplectic groupoids are the global counterparts to Poisson manifolds. 3

Having established stacks as geometric objects, one might want to ask if there is some
kind of algebra of smooth functions on a differentiable stack. Such an algebra should:

(i) not forget the smooth structure, so a C*-algebra (think of continuous functions)
would be too big. 4

(ii) only depend on the Morita equivalence class of a Lie groupoid.

(iii) just be the ordinary algebra of smooth functions with pointwise multiplication for a
smooth manifold M .

The solution we will advocate is the bornological convolution algebra AG of a Lie groupoid
G. In this thesis, we show that the Morita equivalence class of this function algebra only
depends on the Morita equivalence class of the Lie groupoid.

1A good reference for this is [Lan00].
2 An introduction to the cohomology of stacks can be found in the lecture notes [Beh02].
3For a treatment of Poisson geometry using groupoids see the recent textbook [CFM21]. The connection

to physics is explained in [Lan06].
4 Another important point why using C*-algebras is not possible here is that the Hochschild cohomology

often vanishes, c.f. [Kha13, Remark 3.4.7]. The continuous functions on a topological space do not admit
any derivations.
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The right notion of a vector field on a differentiable stack (a section of the tangent
stack) actually recovers the notion of a multiplicative vector field on a Lie groupoid.
Hence, vector fields on a differentiable stack are multiplicative vector fields on a Lie
groupoid and they should morally act as derivations on the function algebra. This is
indeed the case and was first observed in [KP21]. Due to the noncommutativity of the
function algebra there will also be inner derivations. Since we only work with the function
algebra up to Morita equivalence it might be Morita equivalent to a commutative algebra
which has no inner derivations. The most one could expect is that the outer derivations of
these algebras agree. This is encoded in the first Hochschild cohomology of the algebras.
Whether the Hochschild cohomology H∗(A,A) of an algebra A is a Morita invariant is
still an open question, but we could achieve partial results. Let us point out, that we use
Hochschild cohomology with continuous (or bounded) cocycles and that the algebras are
generally nonunital.

More generally, the multiplicative vector fields on a Lie groupoid G are actually
1-cocycles in the deformation complex C∗def(G) of the groupoid and derivations are 1-
cocycles in the Hochschild complex. Hence, one might conjecture the existence of a
cochain map relating the deformation cohomology of a Lie groupoid and the Hochschild
cohomology of its convolution algebra. This was recently accomplished by Kosmeijer
and Posthuma in [KP21]. We will fill in some details and reinterpret the cochain map
Φ : C∗def(G) → C∗(AG,AG) in our setting of Hochschild cohomology of bornological
algebras.

Another heuristic for the existence of a cochain map is the following: a smooth
deformation of a Lie groupoid gives rise to a smooth deformation of its convolution
algebra. Deformations of Lie groupoids are infinitesimally cochains in the deformation
cohomology. Deformations of algebras are infinitesimally cochains in the Hochschild
complex. Hence, by taking derivatives there should be a cohomological extension of the
convolution operation.

1.2 Overview

In Section 2 we start with a reminder on Lie groupoids and Lie algebroids. We review the
different equivalent ways to make Lie groupoids into a bicategory and sketch briefly the
equivalence to differentiable stacks whereby a groupoid is mapped to its stack of torsors.
Most important to our purposes is the description of the bicategory of Lie groupoids
where the morphisms are right-principal bibundles following [Blo08].

In Section 3 we discuss integration on Lie groupoids and on the simplicial nerve. We
start by investigating an intrinsic way of defining convolution on Lie groupoids. This
is accomplished by using densities along the fibers of the source submersion. We show
how this recovers convolution by means of a chosen Haar system. We thus obtain an
associative algebra AG on a groupoid G. In addition, we provide in Section 3.4 a simplicial
way to prove the existence of a cochain map Φ relating deformation cohomology and
Hochschild cohomology of AG. This uses the total convolution on the groupoid nerve
(Section 3.3) and the combinatorics of the Lie derivative introduced in Section 3.1. This
was originally accomplished in [KP21], but they only define the Lie derivative Lc along
deformation cocycles implicitly. This result is included early on since the entire section
builds up the necessary techniques. The detailed standalone treatment of the deformation
and Hochschild cochain complexes is deferred to later chapters.

In Section 4, we give a short introduction to deformation cohomology based on the
original paper [CMS15]. We include short treatments of differentiable cohomology and
representations up to homotopy. We compute the low degree terms of the deformation
cohomology in terms of isotropy and normal parts in Section 4.4 and we include the
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vanishing result for proper groupoids in Section 4.5.
We continue to consider the convolution algebra AG throughout the whole text,

although we single out some of its properties and investigate those abstractly and
independently.

The central result of this thesis is that the convolution algebra is a Morita invariant
in the following sense:

Theorem 6.6. The assignment of the bornological convolution algebra to a proper Lie
groupoid is a weak 2-functor:

GrpdBiBunproper −→ SAlgbi(CBorn)

G 7−→ AG
(1.1)

Hence, Morita equivalent proper Lie groupoids are mapped to Morita equivalent quasi-
unital bornological algebras.

In order to properly state this theorem, Section 5 will provide an introduction to
bornological algebras. They are a convenient variant of locally convex topological vector
spaces which are recapped briefly in Section 5.1 together with a discussion of different
topologies on locally convex tensor products. Locally convex spaces and bornological
vector spaces are related by an adjunction that is an equivalence on Fréchet spaces and
preserves the tensor products in many interesting situations. Our treatment will be more
categorically minded, with the guiding principle that AG should be an algebra object in
the symmetric monoidal cartesian closed category CBorn of complete bornological vector
spaces. The goal is to keep the functional analysis at a minimum and to enable algebraic
manipulations. We still need subsection Section 5.2 to show various continuity properties.

Following [Mey07, Appendix A] we develop a basic module theory over nonunital
algebras in symmetric monoidal preabelian categories in 5.4. In particular, it is troublesome
to not have a unit in the algebra. We show in 5.4.7 that convolution algebras AG actually
have a quasi-unit in the form of anAG-linear splitting of the multiplicationAG⊗AG → AG.
They are in particular self-induced (AG ⊗AG AG ∼= AG) in the sense of [Mey11]. This
allows us to refine the notion of Morita equivalence in loc.cit. to a Morita bicategory
of self-induced algebras SAlgbi in which convolution algebras of proper Lie groupoids
naturally live. The construction of this bicategory is done in 5.4.2. With these tools we
are already able to formulate Theorem 6.6. 5

In parallel, we develop aspects of homological algebra for the category of modules over
an algebra in an arbitrary symmetric monoidal category with an eye towards a working
interpretation of Hochschild cohomology as a derived functor.

We call a sequence of A-modules exact, if it is split as a sequence of bornological vector
spaces. This amounts to doing relative homological algebra. In the language of Quillen
we are defining an exact category structure. 6 In this world, there is a well-developed
construction of derived functors. We will however develop the existence and uniqueness of
projective resolutions in Section 5.4.3 in an ad-hoc manner that keeps our treatment self-
contained. This is a longer reformulation of the original work of Connes [Con85] that uses
projective resolutions to prove the Hochschild-Kostant-Rosenberg theorem for compact
manifolds in the setting of Fréchet algebras. It is ultimately a generalisation of these
methods that we seek to develop following [Mey07]. We also revisit the HKR theorem later.
In Section 5.4.6, we show that quasi-unitality implies that the bar complex is a projective
bimodule resolution. We are not aware of this being stated in the literature. Combining

5We use bicategory and weak 2-category synonymously in the sense of Bénabou’s definition.
6c.f. the survey [Bü10]
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this with the quasi-unitality of convolution algebras that we prove in Section 5.4.7,
we obtain a generalisation of a result of Crainic and Moerdijk in [CM01], which says
that groupoid convolution algebras are H-unital. We actually obtain strong H-unitality
(continuous contractibility instead of mere exactness) for proper Lie groupoids. This
is interesting for computing Hochschild cohomology in general: We may choose any
projective resolution for computation. The next computationally interesting question is
whether Morita equivalence of algebras gives an isomorphism on Hochschild cohomology.
Or, in the groupoid case, whether Morita equivalent groupoids have isomorphic Hochschild
cohomology. We define Hochschild cohomology by the ”naive“ complex in Section 5.5
internal to a cartesian closed symmetric monoidal category. We advocate however to not
take cohomology and land in Ab but to rather think about the complex up to homotopy.
We give sufficient conditions on when Hochschild cohomology is a derived Hom functor.
We also present sufficient conditions for a Morita equivalence of algebras to introduce a
homotopy equivalence of Hochschild complexes with values in a bimodule.

Theorem 5.79. Let A,B be projectively Morita equivalent quasi-unital algebras. Let
M ∼= RM be a rough A-bimodule such that also Q⊗AM ⊗A P is a rough B-bimodule.
Let P ∈ SMod(A,B) and Q ∈ SMod(B,A) be the projective bimodules inducing the
Morita equivalence P ⊗B Q ∼= A and Q ⊗A P ∼= B. Then, their Hochschild cochain
complexes with values in the rough bimodule are homotopy-equivalent.

C∗(A,M) ' C∗(B,Q⊗AM ⊗A P ) (1.2)

In particular, their Hochschild cohomology with values in M is isomorphic.

In Lemma 6.8, we show that these hypotheses indeed apply in the case of groupoid
convolution algebras. It is however by these methods not possible to prove the homotopy
invariance of C∗(A,A) for nonunital A, c.f. Lemma 5.47.

In Section 6 we finally prove the functoriality theorem. We start by writing down an
explicit Morita equivalence between the convolution algebras of a trivial groupoid and the
Čech groupoid to make the reader used to the notation and constructions. After discussing
the theorem and its proof, we point out a few technicalities such as projectivity of the
bimodules. This helps to connect it to homological algebra and Hochschild cohomology.
We provide a schematic of how to use this reasoning to conclude that certain Morita
equivalences between Lie groupoids induce isomorphisms in Hochschild cohomology.

In Section 7, we provide explicit computations of Hochschild cohomology and link the
previous chapters with examples. In Section 7.2 we discuss the classical HKR theorem as
first proven in [Con85] in the setting of Fréchet algebras, which equates the Hochschild
cohomology of C∞(M) with the multivector fields. We will provide a much more detailed
proof and also a proof of (cohomological) formality. 7 The original computations carry
over verbatim by the abstract setup since treating Fréchet spaces as bornological spaces
or topological vector spaces is monoidally equivalent. Using Euler-like vector fields, we
exhibit a projective resolution of the algebra of smooth functions C∞(S) on a submanifold
S ⊂ M as a module over C∞(M), which is a generalisation of the construction in
loc.cit. for the diagonal embedding M ⊂M ×M . This was also published without proof
in [PPT20, B.8].

Another example we cover in Section 7.3 is the Hochschild cohomology of the action
groupoid of a finite group on a compact manifold following [NPPT06]. If the quotient
manifold exists we can apply our previous theorems that show that Hochschild cohomol-
ogy is a Morita invariant, together with the HKR theorem, to identify the Hochschild

7To be distinguished from Kontsevich’s L∞-formality.



cohomology with multivector fields on the quotient. This is interesting since we can
compare it with the findings of this subsection, showing that both methods agree. 8 In
this section we do work bornologically, but in order to have the more powerful tools such
as spectral sequences we need to work compute the cohomology internal to the abelian
category Vect of complex vector spaces. We also fix an error in [NPPT06] in the definition
of a cochain map. To finally link everything together, we can explicitly characterise
the image of the deformation cohomology of a proper étale action groupoid inside the
Hochschild cohomology of its convolution algebra under the cochain map constructed
earlier. Because of the vanishing due to properness, it is only nontrivial in degree one, i.e.
does not see fixed point sets and higher multivector fields.
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2 Lie Groupoids, Lie Algebroids and the Bicategory of Differentiable
Stacks

This section covers well-known material. A good reference for the basics on groupoids
and algebroids is [CdSW99]. The equivalence of the bicategory of Lie groupoids with
differentiable stacks was first proven in [Blo08].

Definition 2.1. A groupoid G is a small category in which every morphism is invertible.

Explicitly, this means that a groupoid consists of a set G = G(1) of arrows or morphisms
and a set M = G(0) of objects. Any arrow g ∈ G has a source s(g) and a target t(g) in
M . Two arrows g, h ∈ G are composable if s(g) = t(h) and we denote their composition
by m(g, h) = gh. By definition, any g ∈ G is invertible, so there is an inverse i(g) = g−1.
For any object x ∈M there is a unit morphism u(x) = idx ∈ G. The structure maps will
be important. Diagrammatically, these are:

G(2) = G×s,tM G G G M Gm i s

t

u (2.1)

The axioms that these maps need to satisfy in order to make G a groupoid are:

• s(idx) = t(idx) = x

• idt(g)g = gids(g) = g

• s(g−1) = t(g) and t(g−1) = s(g)

• gg−1 = idt(g) and g−1g = ids(g)

• s(gh) = s(h) and t(gh) = t(g) for all (g, h) ∈ G(2)

• g(hk) = (gh)k for all (g, h) ∈ G(2) and (h, k) ∈ G(2)

We write g : s(g)→ t(g) to clarify source and target.

Definition 2.2. A Lie groupoid is a groupoid object in the category of manifolds such
that additionally the source and target maps s, t are submersions. This means all structure
maps are supposed to be smooth maps between smooth manifolds. A homomorphism of
Lie groupoids F : G→ H is a smooth functor, i.e. a map satisfying F (g1g2) = F (g1)F (g2)
for composable g1, g2. We refer to this category as Grpd.

Note that the condition on s, t implies that the fiber product G(2) is a manifold.

Example 2.3. The following examples are good to have in mind.

1. Any Lie group G can be regarded as a Lie groupoid G⇒ pt over a point.

2. Any manifold M can be regarded as a Lie groupoid M ⇒ M over itself with all
arrows being identities.

3. Let G be a Lie group acting on a manifold M . Then GnM ⇒M is a Lie groupoid
called the action groupoid. Here, an element (g,m) is an arrow m → g.m. The
multiplication is given by (g, h.m)(h,m) = (gh,m).

4. The pair groupoid M ×M ⇒M has arrows (m,n) : n→ m. Multiplication is given
by (m,n)(n, k) = (m, k).
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5. Let G be a Lie group and let P →M be a principal G-bundle. The Atiyah groupoid
At(P ) ⇒ M is the quotient of the pair groupoid P × P ⇒ P by the G-action.
Explicitly, G acts diagonally on P × P and the source and target maps to P are
equivariant with respect to this action.

6. The Čech groupoid associated to an open cover {Ui} of M is the groupoid⊔
i,j

Ui ∩ Uj ⇒
⊔
i

Ui .

The arrow (i, x, j) corresponding to x ∈ Ui ∩ Uj has source (x, j) and target (x, i).
Composition is defined via (i, x, j)(j, x, k) = (i, x, k).

The first two examples above are special cases of the third.

Definition 2.4. A Lie groupoid G⇒M is called proper if the map (s, t) : G→M ×M
is proper. It is called étale if the source and target maps are local diffeomorphisms.

An action groupoid is proper if and only if the action is proper. An action groupoid
is étale if and only if the group is discrete. The Čech groupoid is étale.

Definition 2.5. Any groupoid G⇒M induces an equivalence relation on M identifying
s(g) ∼ t(g). The equivalence classes are called orbits.

In general, M/G is not a manifold and the Lie groupoid resolves this singular quotient.
The orbits of an action groupoid are precisely the orbits of the group action. The pair
groupoid and Atiyah groupoid are transitive, i.e. only have one orbit.

Let π : N → M be a submersion and G ⇒ M a Lie groupoid. The pullback
groupoid π∗G ⇒ N is the manifold N ×M G ×M N . Its multiplication is given by
(n1, g, n2)(n2, h, n3) = (n1, gh, n3) whenever defined. It fits into a cartesian diagram of
smooth manifolds:

π∗G G

N ×N M ×M

(s,t) (s,t)

π

(2.2)

The Čech groupoid is the pullback of M ⇒M along the map π :
⊔
Ui →M .

Definition 2.6. A Lie algebroid is a vector bundle A→M with a Lie bracket on Γ(A)
and an anchor map ] : A→ TM satisfying the Leibniz rule

[σ, fτ ] = f [σ, τ ] + ](σ)f · τ ∀σ, τ ∈ Γ(A), f ∈ C∞(M) (2.3)

Any Lie groupoid G⇒M has an associated Lie algebroid A = Lie(G). Its underlying
vector bundle is given by A = ker(ds)|M . Any section α of A gives rise to a right-invariant
vector field ~α on G via ~αg := drgαt(g) and, vice versa, any right-invariant vector field
determines a section of A. Right translation by g only makes sense along the s-fiber
s−1(t(g)). Hence, the differential drg is defined on the tangent space to this fiber which
equals ker(ds). The ordinary Lie bracket of right-invariant vector fields is right-invariant.
Then [~α, ~β] =

−−−→
[α, β] implicitly defines a bracket on Γ(A). The anchor is finally given by

] = dt : ker(ds)|M → TM . It is a consequence of the axioms that ] : Γ(A)→ X(M) is a
Lie algebra homomorphism.

Example 2.7. 1. Let G be a Lie group with Lie algebra g. Then, the Lie algebroid
of G⇒ pt is g→ pt with the ordinary Lie bracket.
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2. The Lie algebroid of the groupoid M ⇒ M is the trivial zero dimensional vector
bundle over M . This remains true for all étale groupoids.

3. The Lie algebroid of the action groupoid G n M ⇒ M is the action algebroid
g n M → M . Its anchor is induced from the infinitesimal Lie algebra action
g→ X(M) that maps an element X ∈ g to the fundamental vector field X̂. Then,
](X,m) = X̂(m). The bracket of the action algebroid is induced from the bracket
on g and the Leibniz rule.

For the following fix a groupoid G⇒ G(0).

Definition 2.8. A right action of G on a manifold P consists of a moment map µ :
P → G(0) and a map a : P ×µ,t

G(0) G → P denoted a(p, g) = p.g that satisfies the usual
p.g.h = p.(gh) whenever defined.

Analogously we can define left actions.

Definition 2.9. A representation of G is a vector bundle E over G(0) with a G-action
where the moment map is the bundle projection.

The following definition generalizes principal bundles over Lie groups.

Definition 2.10. A G-torsor or (right) principal G-bundle over B is a submersion
π : P → B together with a free and transitive G-action on the fibers. That is, there is a
moment map µ : P → G(0) and an action P ×G(0) G→ P such that

P ×µ,t
G(0) G −→ P ×π,πB P

(p, g) 7−→ (p, p.g)
(2.4)

is a diffeomorphism.

We remark that Equation (2.4) indeed implies that G acts on the π-fibers and that
the action is free and transitive. It also helps to have a graphical representation of the
data as follows:

P G

B G(0)

π
µ
	

st (2.5)

Remark 2.11. The map 2.4 is an isomorphism if and only if it is an isomorphism for
each P |Ui on an open cover {Ui} of B. This is true if and only if P trivializes over an
open cover, i.e. there is an isomorphism of G-torsors P |Ui ∼= Ui ×G(0) G for some maps
Ui → G(0). We construct the local trivialisations in the proof of Lemma 2.15. Conversely,
note that trivial G-torsors indeed satisfy Equation (2.4).

Definition 2.12. A morphism of G-torsors is a G-equivariant smooth map between them.
It necessarily intertwines the moment maps and the projections to the base manifolds.

The following is analogous to the case of principal G-bundles for Lie groups.

Remark 2.13. Let Φ : P → P ′ be a morphism of G-torsors over the same base. Then,
Φ is automatically invertible.

P ′

P G

B G(0)

µ′

π′

Φ

π
µ

st

(2.6)
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Φ is easily seen to be a bijection since it covers the identity, is G-equivariant and the
G-action is free and transitive on fibers. In local trivialisations Φ is given by multiplication
by some g : U → G:

P |U P ′|U

U ×G(0) G U ×G(0) G

Φ

∼= ∼=

(x,h)7→(x,g(x)h)

(2.7)

Φ−1 is then just multiplication by g(x)−1 and hence smooth.

We now define the analogue of a bimodule for groupoids. We will need some additional
assumptions to build the analogue of the tensor product of bimodules - the composition
in the bicategory. Let X1 ⇒ X0 and Y1 ⇒ Y0 be Lie groupoids.

Definition 2.14. A right principal X-Y -bibundle XQY is a right Y -torsor with an
additional left X-action that has a submersive left moment map. Both actions are
required to commute, i.e. (x.q).y = x.(q.y) whenever defined.

X1 Q Y1

X0 Y0

st
lQ rQ

st (2.8)

A morphism of X-Y -bibundles is a biequivariant map. Given two bibundles XQY , YRZ
we can define their composition:

Q ◦R = (Q×rQ,lRY0
R)/Y (2.9)

The quotient is with respect to the diagonal action (q, r).y = (q.y, y−1.q).

Q ◦R

X1 Q Y1 R Z1

X0 Y0 Z0

lQ◦R rQ◦R

st
lQ rQ

st
lR rR

st

(2.10)

Lemma 2.15. If the two bibundles XQY , YRZ are right principal then Q ◦R is a right
principal X-Y -bibundle. For a composition of three bibundles, there is a natural isomor-
phism of bibundles:

assQ,R,S : (Q ◦R) ◦ S → Q ◦ (R ◦ S)

Proof. The following structure maps are easily verified to be well-defined on the equivalence
class [q, r] ∈ Q ◦R:

lQ◦R([q, r]) = l(q) (2.11)
rQ◦R([q, r]) = rR(r) (2.12)
x.[q, r].z = [x.q, r.z] (2.13)

Since all maps are submersions, Q ×Y0 R is a smooth manifold. Let P → Y0 be any
manifold equipped with a left Y -action. We will now show that Q ◦ P is also a manifold
and that Q×Y0 P → Q ◦P is a submersion. All maps above are automatically smooth by
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the universal property of a submersion. The proof is a generalisation of the construction
of local trivialisations for associated bundles to principal bundles.

The map lQ : Q→ X0 is a submersion and hence admits a local section σ : U → Q
on an open set U ⊂ X0 around any point. This yields a local trivialisation of Q as a
Y -torsor via

U ×X0 Y −→ Q|U
(x0, y) 7−→ σ(x0).y .

(2.14)

Then Q|U ×Y0 P ∼= U ×Y0 Y ×Y0 P . The diagonal Y -action on the left corresponds to the
diagonal action on Y ×Y0 P on the right hand side. Applying the Y -action Y ×Y0 P → P
gives a Y -invariant map

Q|U ×Y0 P −→ U ×Y0 P . (2.15)

There is a section of this map in the other direction via (x0, p) 7→ (σ(x0), p) and, by
applying the Y -action to σ, there is actually a section through every point in the fiber.
Thus, we see that the quotient by Y is locally given by

(Q|U ×Y0 P )/Y ∼= U ×Y0 P . (2.16)

Hence, the global quotient has a natural smooth structure for which the map Q×Y0 P →
Q ◦ P is a submersion. For P = R, we have a local trivialisation R|V ∼= V ×Z0 Z. By
shrinking U we may assume that the image of U in Y0 is entirely contained in V . Then
U ×Y0 R ∼= U ×V V ×Z0 Z

∼= U ×Z0 Z and hence Q ◦ R trivializes over U . This shows
that it is indeed a right Z-torsor. Finally, the moment map lQ◦R is a submersion since in
the trivialisation U ×Z0 Z it is given by the projection onto U .

Let Q,R, S be composable bibundles. Then, (Q ×Y0 R) ×Z0 S
∼= Q ×Y0 (R ×Z0 S)

as submanifolds of Q× R × S. The diagonal actions of Y and Z commute. Hence the
following maps are diffeomorphisms:

ass : (Q ◦R) ◦ S (Q×Y0 R×Z0 S)/(Y × Z) Q ◦ (R ◦ S)

[[q, r] , s] [q, r, s] [q, [r, s]]

∼= ∼=

(2.17)

Let F : Q→ Q′ be a morphism of bibundles. Then, there is a map F ◦idR : Q◦R→ Q′◦R
given by [q, r] 7→ [F (q), r]. Naturality of the associator translates to commutativity of the
following diagram:

(Q ◦R) ◦ S Q ◦ (R ◦ S)

(Q′ ◦R) ◦ S Q′ ◦ (R ◦ S)

assQ,R,S

(F◦idR)◦idS F◦(idR◦S)

assQ′,R,S

(2.18)

Both maps are just given by [[q, r], s] 7→ [F (q), [r, s]]. The naturality in R,S is similarly
straightforward.

Here and in the following we use the terms bicategory and weak 2-category inter-
changeably.

Proposition 2.16. There is a bicategory GrpdBiBun of Lie groupoids. The objects are Lie
groupoids. The 1-morphisms are right principal groupoid bibundles and the composition
is given by Equation (2.9). 2-morphisms are biequivariant morphisms of bibundles. All
2-morphisms are invertible.

We call two Lie groupoids that are isomorphic in GrpdBiBun Morita equivalent.
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Proof. We need to check a few things. Firstly, it is clear that the Hom-set GrpdBiBun(X,Y )
is a category. It has objects X-Y -bibundles and biequivariant morphisms as arrows.
Any such biequivariant map is in particular a morphism of Y -torsors, hence automati-
cally invertible. Secondly, the composition ◦ : GrpdBiBun(X,Y ) × GrpdBiBun(Y,Z) →
GrpdBiBun(X,Z) is a bifunctor. For Φ : Q→ Q′ and Ψ : R→ R′ we get Φ ◦Ψ : Q ◦R→
Q′ ◦R′ by [q, r] 7→ [Φ(q),Ψ(r)]. The associator ass is natural and satisfies the pentagon
relation. The proof is just rebracketing. There is a unit bibundle IdX for any Lie groupoid
X:

X1 X1 X1

X0 X0

st
t s

st (2.19)

Then, there is a natural isomorphism IdX ◦Q ∼= Q where [x, q] 7→ x.q and q 7→ [idl(q), q].
This is the left unitor λQ : IdX ◦Q→ Q. There is also a right unitor ρQ. Together these
maps satisfy the triangle identity:

(Q ◦ IdY ) ◦R Q ◦ (IdY ◦R)

Q ◦R
ρQ◦idR

assQ,IdY ,R

idQ◦λR
(2.20)

This concludes the proof that GrpdBiBun is a bicategory. All 2-morphisms are biequivariant
maps between right principal bibundles, i.e. in particular maps of right torsors. Hence,
they are automatically invertible.

The following shows that Morita equivalences of Lie groupoids have a special form.
We call a Q ∈ GrpdBiBun(X,Y ) biprincipal if it is left and right principal. In this case
Qop ∈ GrpdBiBun(Y,X) is well-defined and biprincipal.

Lemma 2.17. A bibundle XQY is an isomorphism in GrpdBiBun if and only if it is
biprincipal. In this case, its opposite bundle YQ

op
X is an inverse.

Proof. Let Q be biprincipal. We just need to find a biequivariant map Q ◦Qop → IdX .
This will automatically be an isomorphism. The other composition is dealt with completely
analogously. The following bibundle pairing, built from the left action map, is invariant
under the diagonal Y -action:

Q×rQ,lQop

Y0
Qop Q×Y0 Q X1 ×X0 Q X1

(x.q, q) (x, q)

∼ ∼=
(2.21)

Explicitly, it maps a pair (x.q, q) to x. If (q′, q) = (x.q, q), then (q′.y, q.y) = (x.q.y, q.y)
and both are mapped to x.
This map is also equivariant under the left and right X-actions: If (q′, q) = (x.q, q) maps
to x then (x1.q

′, x−1
2 .q) = (x1xx2.x

−1
2 .q, x−1

2 .q) is mapped to x1xx2.
The map hence descends to a bibundle map Q ◦ Qop → IdX which is the desired
isomorphism.
Conversely, suppose there is YRX such that R ◦Q ∼= IdY and Q ◦R ∼= IdX . We need to
show that Q is also left principal. First, the right moment map of R ◦ Q is surjective.
Hence, the right moment map of Q is surjective. Assume the left X-action on Q was not
free with x.q = q. Then, there is an element r ∈ R such that rQ(q) = lR(r). We arrive at
a contradiction x.[q, r] = [x.q, r] = [q, r] to the freeness of the left X-action on Q ◦R. Let
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rQ(q) = rQ(q′) lie in the same fiber of the right moment map. Then, as above, there is an
r ∈ R such that [q, r] and [q′, r] are elements of Q ◦R. There is a unique x ∈ X such that
x.[q, r] = [q′, r]. Then there must be y ∈ Y such that (x.q.y, y−1.r) = (q′, r). Since the
action is free, y = idr(q) and x.q = q′. Hence, we have a free and transitive action along
fibers of the submersion rQ. This shows that Q is also left principal, i.e. a biprincipal
bibundle.

Proposition 2.18. There is a bundlization functor Grpd → GrpdBiBun which is the
identity on objects and sends homomorphisms F : X → Y to their bundlization Bun(F )
defined by the following diagram:

X1 Bun(F ) = X0 ×F,tY0 Y1 Y1

X0 Y0

st
prX0

s◦prY1

st
(2.22)

The right Y -action is obvious and the left X-action is diagonal via x.(s(x), y) = (t(x), F (x)y).

It is straightforward to verify that Bun(F ) is indeed a right principal bibundle and
that Bun(F ) ◦Bun(G) ∼= Bun(F ◦G). However, the domain category is a 1-category and
the target category is a weak 2-category.

Lemma 2.19. A bibundle is the bundlization of a smooth homomorphism if and only if
the left moment map has a smooth section.

Proof. Clearly x0 7→ (x0, F (idx0)) is a section of the left moment map in diagram 2.22.
Conversely, suppose that XQY has a section σ : X0 → Q. Then we consider the
composition

X1 Q×X0 Q Q×Y0 Y1 Y1

x (σt(x), x.σs(x)) (q, y) y

F

∼= (2.23)

Translating this into equations we define F implicitly by x.σs(x) = σt(x).F (x). Then we
use associativity and commutativity of the actions to conclude

σt(x).F (xx′) = xx′.σs(x′) = x.σt(x′).F (x′) = σt(x).F (x).F (x′). (2.24)

Hence, F (xx′) = F (x)F (x′) since the Y -action is free and we have indeed found a
homomorphism X → Y . Now the equivariant isomorphism Bun(F ) ∼= Q is given by
(x0, y) 7→ σx0 .y.

Definition 2.20. A Morita morphism F : X → Y is a homomorphism of Lie groupoids
that is:

• A surjective submersion

• Fully faithful, i.e. the following diagram is cartesian/ a pullback diagram in Mfld:

X1 Y1

X0 ×X0 Y0 × Y0

F

(s,t)
y

(s,t)

(F,F )

(2.25)
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So if y : F (x)→ F (x′), we get a unique induced map ∗ → X1 which maps to y under
F . Note that this implies that F is fully faithful and essentially surjective as a map of
set-theoretical groupoids, i.e. an equivalence. We are thus dealing with an appropriate
notion of equivalence of categories in the setting of a smooth structure on the arrows. Note
that X1 is in this case a pullback groupoid along the surjective submersion F : X0 → Y0.

Lemma 2.21. The bundlization functor sends Morita morphisms in Grpd to isomorphisms
in GrpdBiBun.

Proof. Let F : X → Y be a Morita morphism. Then, Bun(F ) = X0 ×Y0 Y1 is also a left
X-torsor: The right moment map s ◦ prY1 is a submersion since it is a composition of
submersions. Indeed, to show that prY1 is a submersion we can use that F : X0 → Y0

admits local sections inducing local sections of prY1 : X0 ×Y0 Y1 → Y1.
Transitivity on the fibers of the right moment map is shown as follows: Let (x0, y) and
(x′0, y

′) be elements of the same right moment map fiber. They satisfy s(y) = s(y′) = y0

and of course F (x0) = t(y) and F (x′0) = t(y′). Then, y′y−1 : F (x0)→ F (x′0) is an arrow
in Y1. There is a unique x ∈ X1 with F (x) = y and s(x) = x0, t(x) = x′0. Clearly
x.(x0, y) = (x′0, y

′). The uniqueness of x also shows that the action is free.
We thus have a biprincipal bitorsor. Using Lemma 2.17 this indeed an isomorphism in
GrpdBiBun.

Lemma 2.22. Any bibundle XQY is isomorphic to a zig-zag of the form Bun(G) ◦
Bun(F )−1 where F : Z → X is a Morita morphism and G : Z → Y a homomorphism of
groupoids.

Z

X Y

F
'

G (2.26)

In fact, we can arrange for Z = π∗X, where π :
⊔
i Ui → X0 and (Ui) is an open covering

of X0.

Proof. Let Ui be a cover of X, s.t. Q admits local sections σi : Ui → Q. Then let π be
the projection

⊔
i Ui → X and also note F : π∗X → X is a Morita morphism. The left

moment map of the composition Bun(F ) ◦ Q has a section and is hence induced by a
homomorphism G : π∗X → Y .

Remark 2.23. The algebraic induction of representations via tensoring finds its analogue
in the geometric setting via a similar process: Note that an X-torsor over M is the same
as a right principal M -X-bibundle, where we view M ⇒M as a trivial groupoid. Define
[X](M) to be the groupoid of all X-torsors over M . The 2-categorical composition then
allows us to view X-Y -bibundles Q as maps:

[X](M) −→ [Y ](M)

P 7−→ P ◦Q
(2.27)

If Q = Bun(F ), then P ◦Q = (P ×F◦µ,tY0
Y1)/X1. Note that when restricted to Lie groups,

the construction we end up with is called reduction of structure group or associated bundle
construction, depending on whether we are interested in the fiber of this map or the
image. Depending on the context, the object [X] 9 might be called the differentiable stack
associated to X. As we saw, two Morita equivalent Lie groupoids give rise to equivalent
differentiable stacks. The converse is also true. The bicategories of differentiable stacks

9[X] is a 2-sheaf with values in groupoids on the site Mfld.
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and Lie groupoids are equivalent. For translation purposes there are the “dictionary
lemmata” in [BX11, 2.6].

However, the bicategory GrpdBiBun is more accessible for differential geometric con-
structions. If such a construction is Morita-invariant, it is a construction on the stack.

We can summarize the discussion about bundlizations as follows. Let W be the class
of Morita morphisms.

Theorem 2.24. The bundlization functor Grpd→ GrpdBiBun induces an equivalence of
bicategories Grpd[W−1]→ GrpdBiBun.

Both of the latter are actually equivalent to the bicategory of stacks, as defined e.g.
in [Blo08] and hinted upon in Remark 2.23. From now on we will only use GrpdBiBun,
but it helps to have in mind the relation to Morita morphisms.

There is still a lot to say about why this bicategory is inherently interesting. For
example, n-dimensional representations of a groupoid are classified by the stack BOn
represented by the Lie groupoid O(n)⇒ pt. This is essentially by definition. This also
shows how representations are manifestly a Morita invariant or invariant of the underlying
stack. For a more detailed treatment of these bicategories we refer to [HG07,BX11].
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3 Integration on Lie Groupoids

This section discusses integration on Lie groupoids from a variety of perspectives. This
includes introducing the convolution algebra, both via systems of measures and intrinsically
via densities. The intrinisic viewpoint is important for general constructions such as
deforming the groupoid structure. Otherwise, the choice of a Haar system remains
as an artefact. We will define the convolution operation. Section 3.1 introduces Lie
derivatives. Using this we will prove in Section 3.3 the existence of a cochain map relating
the deformation complex of a Lie groupoid to the Hochschild cochain complex of its
convolution algebra. With a few differences in exposition, we follow [KP21]. The main
difference is that we explicitly define the Lie derivative Lc along deformation cocycles
c ∈ Ckdef(G) and study their combinatorics. We also provide more details.

Definition 3.1. A left Haar system on a Lie groupoid G ⇒ M is a set {λx}x∈M of
Radon measures with suppλx = t−1(x) such that

1. The integral

ϕ 7→

[
x 7→

∫
t−1(x)

ϕdλx

]
(3.1)

maps smooth functions in C∞c (G) to smooth functions in C∞c (M).

2. The integration is left-invariant:∫
t−1(t(g))

ϕ(h)dλ(h) =

∫
t−1(s(g))

ϕ(gh)dλ(h) (3.2)

Analogously we define right Haar systems. In the integral we will usually just write dh
for dλx(h). Starting with a left Haar system on G, we can define a convolution product
on C∞c (G) by

ϕ1 ∗ ϕ2(g) =

∫
ϕ1(gh)ϕ2(h−1)dh . (3.3)

Here it is clear that we can only integrate over t−1(s(g)), so we spare this from the
notation. Similarly, a right Haar system yields a convolution product

ϕ1 ∗ ϕ2(g) =

∫
ϕ1(gh−1)ϕ2(h)dh . (3.4)

The integration is clearly over s−1(s(g)).

Example 3.2. 1. For a Lie group G this reduces to the smooth Lie group convolution
algebra. Integration is done with respect to the Haar measure on the group.

ϕ1 ∗ ϕ2(g) =

∫
G
ϕ1(gh−1)ϕ2(h)dh . (3.5)

The case of (Rn,+) should be familiar where we get

ϕ1 ∗ ϕ2(x) =

∫
Rn
ϕ1(x− y)ϕ2(y)dy . (3.6)

2. If G⇒M is an étale groupoid, then the counting measure is a Haar system. The
convolution becomes a summation:

f1 ∗ f2(g) =
∑

h:s(h)=s(g)

f1(gh−1)f2(h) =
∑

g1g2=g

f1(g1)f2(g2) . (3.7)
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The problem here is that this choice of a Haar system is not intrinsic. We will now
see how an intrinsic version of the convolution product is defined.

Recall that a density on an n-dimensional vector space V is an alternating multilinear
function a :

∧n V → R such that a(Av1, . . . , Avn) = | det(A)|a(v1, . . . , vn). To any vector
bundle E there is a natural bundle DE of densities on E which is always a trivial vector
bundle. One can always integrate densities on TM to smooth functions on M . More
generally, given any surjective submersion f : M → N , we let Df = Dker(df). There is an
associated fiber integral ∫

f
: Γc(Df )→ C∞c (N) , (3.8)

which just integrates the densities fiberwise. Even more generally, we can integrate
sections of pullback bundles ∫

f
: Γc(Df ⊗ f∗E)→ Γc(E) . (3.9)

Lemma 3.3. There is a natural isomorphism of vector bundles:

f∗DE
∼=−→Df∗E

a 7→â .
(3.10)

Proof. Denote the canonical map by F : f∗E → E. Let a ∈ (f∗DE)m, i.e. a ∈ (DE)f(m).
Then define â(v1, . . . , vn) := a(Fv1, . . . , Fvn) for v1, . . . , vn ∈ (f∗E)m. This is clearly a
vector bundle isomorphism since F is invertible on each fiber.

Lemma 3.4. Let G be a Lie groupoid, A = Lie(G). There are natural vector bundle
isomorphisms of vector bundles over G(2) = G×M G:

pr∗1Ds ∼=m∗Ds (3.11)
pr∗2Ds ∼=Dm (3.12)

Over G, we also have ker(ds) ∼= t∗A.

Proof. The first one is induced by the vector bundle isomorphism pr∗1 ker(ds) ∼= m∗ ker(ds)
given by right multiplication:

dRg2 : ker(ds)g1 → ker(ds)g1g2 . (3.13)

While the second one is induced from the vector bundle isomorphism pr∗2 ker(ds) ∼=
ker(dm):

dpr2 : ker(dm)→pr∗2 ker(ds)

(Xg1 , Xg2) 7→Xg2

(3.14)

The inverse of this map is Xg2 7→ (dLg1di(Xg2), Xg2).
The final isomorphism is also given by right multiplication. One can also pullback the first
isomorphism along id× i : G→ G(2), which induces an isomorphism ker(ds) ∼= t∗ ker(ds)
since pr1 ◦id× i = id and m ◦ id× i = t.

Definition 3.5. The convolution algebra AG is the space Γc(Ds) with the convolution
product written symbolically as

a1 ∗ a2 =

∫
m
a1 ⊗ a2 . (3.15)
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It is the following composition of operations:

∗ : Γc(Ds)⊗ Γc(Ds) Γc(G
(2),pr∗1Ds ⊗ pr∗2Ds) Γc(G

(2),m∗Ds ⊗Dm) Γc(Ds)
⊗ ∼=

∫
m

(3.16)

Choose a density ω0 on A. Via pullback this gives a density ω(g) = dR∗gω0(t(g)) on
t∗A ∼= ker(ds) which is right-invariant as a section of Ds. The density ω also serves as a
trivialisation of Ds and hence induces an isomorphism C∞c (G)→ Γc(Ds), f 7→ fω. Lastly,
ω also provides a right Haar system on G via the functional

ϕ 7→
∫
s−1(x)

ϕω =:

∫
s−1(x)

ϕ(h)dh , (3.17)

which provides a set of Radon measures on the source fibers by the Riesz representation
theorem.
We now want to calculate ∗ on ϕ1, ϕ2 ∈ C∞c (G): Under the isomorphism pr∗1Ds⊗pr∗2Ds ∼=
m∗Ds ⊗Dm we have:

ϕ1(g1)ωg1 ⊗ ϕ2(g2)ωg2 7−→ϕ1(g1)dR∗
g−1
2
ωg1 ⊗ ϕ2(g2)d pr∗2 ωg2

=ϕ1(g1)ωg1g2 ⊗ ϕ2(g2)(pr∗2 ω)(g1,g2) .
(3.18)

We used right invariance of ω to conclude ωg1g2 = (R∗
g−1
2

ω)g1g2 = dR∗
g−1
2

ωg1 .

ϕ1ω ∗ ϕ2ω(g) =

∫
(g1,g2)∈m−1(g)

ϕ1(g1)ωg1g2 ⊗ ϕ2(g2) pr∗2 ω(g1,g2)

=ωg ⊗
∫
g1g2=g

ϕ1(g1)ϕ2(g2) pr∗2 ω(g1,g2)

=

(∫
s−1(s(g))

ϕ1(gh−1)ϕ2(h)ωh

)
ωg

=

(∫
s−1(s(g))

ϕ1(gh−1)ϕ2(h)dh

)
ωg

(3.19)

Here we used that the integral does not change under pullback along m−1(g) ∼= s−1(s(g))
via pr2 and h 7→ (gh−1, h) in the reverse direction. To conclude, this hence indeed provides
an intrinsic convolution operation on s-densities. We record:

Proposition 3.6. For different choices of right Haar system, the algebras AG and
(C∞c (G), ∗) are isomorphic. They are also isomorphic to the one obtained by any left
Haar system.

Proof. The first part is dealt with in the previous computation. The latter isomorphism
is given by sending a function f to f ◦ i, the precomposition with inversion. This provides
an isomorphism between the convolution algebras of a left Haar system and its associated
right Haar system, related by inversion.

3.1 Operations on Densities

This section is based on [KP21] and fills in a gap in their argument for the existence of
Lie derivatives along deformation cochains.

Let E →M be a vector bundle. If Ψ : E → E is a vector bundle isomorphism covering
a diffeomorphism Φ : M →M , we can pull back a section a of DE via

(Ψ∗a)x(v1, . . . , vn) = aΦ(x)(dΨ(v1), . . . , dΨ(vn)) . (3.20)
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Let f : M → N be a submersion. Recall that two vector fields X on M and Y on N are
said to be f -related if df(Xm) = Yf(m). If for X there is such a Y , we call X f -relatable
and denote the Lie algebra of f -relatable vector fields by Xf (M). That X and Y are
f -related is equivalent to f ◦Φt

X = Φt
Y ◦ f for small t, where Φt

X is the flow of X. Hence,
dΦt

X maps ker(df) to itself while covering the diffeomorphism Φt
X :

df ◦ dΦt
X = dΦt

Y ◦ df . (3.21)

Then, any f -relatable vector field X ∈ Xf (M) acts on a ∈ Γ(Df ) via

LXa =
d

dt

∣∣∣∣
t=0

(Φt
X)∗a . (3.22)

Lemma 3.7. Let a ∈ Γ(Df ), y ∈ N and X ∈ Xf (M) be an f -relatable vector field. If X
vanishes along f−1(y), then LXa also vanishes along f−1(y).

Proof. IfX = 0 on the fiber we have Φt
X(x) = x for x ∈ f−1(y). In particular, dΦt

X(v) = v
for v ∈ ker(df). Hence, (Φt

X)∗a = a along f−1(y) and thus LXa = 0.

This means that we can define LXa for X ∈ Γf (f−1(n), TM) by just computing LX̃
for any smooth extension X̃ to an f -relatable vector field on all of M . The following
question is not addressed in [KP21].

Question 3.8. Can we always find an f -relatable extension X̃ of X?

That this indeed exists is the content of the following lemmata.
Let f : M → N be a submersion. Then f−1(n) is a properly embedded submanifold

of M . This means it is closed as a subspace or equivalently that the inclusion is proper.
The following lemma is easy to prove using a partition of unity and the slice charts of an
embedding. It appears as Lemma 5.34 in [Lee13].

Lemma 3.9. Let ι : S ⊂M be an embedded submanifold. The following are equivalent:

1. S is properly embedded.

2. The restriction ι∗ : C∞(M)→ C∞(S) is surjective, i.e. any smooth function on S
extends to M .

3. For any vector bundle E →M , ι∗ : Γ(E)→ Γ(ι∗E) is surjective.

Since f is a submersion, there is a short exact sequence of vector bundles

0 VM TM f∗TN 0 , (3.23)

where VM := ker(df) is the vertical bundle. A splitting of this sequence is an Ehresmann
connection which gives us a direct sum decomposition TM ∼= VM ⊕HM into the vertical
and a horizontal bundle where df : HM

∼=−→ f∗TN .
In particular, we have horizontal lifts

X(N) −→Xhor(M) = Γ(HM)

Y 7−→Ỹ ,
(3.24)

where Ỹ = f∗Y under the isomorphism of the horizontal bundle and the pullback of TN .
Horizontal lifts are unique. Note that Xhor(M) ⊂ Xf (M).
Consider the following diagram of embedded submanifolds and surjective submersions:

S M

T N

f f (3.25)
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Lemma 3.10. Let S, T be properly embedded. The restriction ι∗ : Xf (M)→ Γf (S, ι∗TM)
is surjective. That is, any vector field X defined only on S that is f -relatable to a vector
field on T can be extended to an f -relatable vector field.

Proof. Let X be as above and decompose X = Xhor +Xver. Let df(X) = Y ∈ X(T ) and
extend it arbitrarily to a vector field Y ∈ X(N) using that T is properly embedded. Then
Ỹ is the horizontal lift of Y and hence restricts to Xhor along S. Using that S is properly
embedded, there is an extension of Xver to a vector field Z on M . Then Z = Zver + Zhor

and Zver is also an extension of Xver. All in all, Ỹ + Zver is an extension of X that is
f -related to Y .

The exact same proof also proves the following slightly more general statement:

Lemma 3.11. Let E → M and E′ → N be vector bundles and F : E → E′ a vector
bundle homomorphism covering f : M → N . Assume that F has constant rank and is
surjective.

ι∗E E

S M

ι′∗E′ E′

T N

F

F
ι

f

ι′

f

(3.26)

Then ι∗ : ΓF (E)→ ΓF (ι∗E) is surjective. Here ΓF (E) consists of sections X of E such
that there is a section Y of E′ with F ◦X = Y ◦ f .

Corollary 3.12. For S = f−1(n), T = {n}, we get that any vector field on a single fiber
with constant projection can be extended to an f -relatable vector field.

For the definition of Ckdef(G) we refer to Section 4. The nerve G(k) is discussed
thoroughly in Section 3.2. As a manifold G(k) is the subset of (g1, . . . , gk) ∈ Gk with
s(gi) = t(gi+1). For now, we just note Ckdef(G) = Γds(G

(k), pr∗1 TG). For fixed g2, . . . , gk
and any c ∈ Ckdef(G), the restriction c(−, g2, . . . , gk) has constant projection along ds.

Corollary 3.13. Let G be a Lie groupoid. Then, taking any element c ∈ Ckdef(G) we can
extend c(·, g2, . . . , gk) : s−1(t(g2))→ TG to an s-relatable vector field on G.

We can make this even stronger. Consider the inclusion G(k) ⊂ Gk.

Corollary 3.14. Any c ∈ Ckdef(G) can be extended to

c̃ : Gk → TG , (3.27)

with c̃(g1, . . . , gk) ∈ Tg1G and ds ◦ c̃(g1, . . . , gk) = s̃c(s(g1), g2, . . . , gk).
For fixed (g2, . . . , gk) ∈ G(k−1) we hence have an s-related pair of vector fields with
c̃(−, g2, . . . , gk) ∈ Xs(G) and s̃c(−, g2, . . . , gk) ∈ X(M).

Proof. Take M = Gk, N = M ×Gk−1, S = G(k) and T = M ×M G(k−1) ∼= G(k−1) with

Gk →M ×Gk−1

(g1, . . . , gk) 7→ (s(g1), g2, . . . , gk) .
(3.28)
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As vector bundles, we let E = pr∗1 TG and E′ = (prM )∗TM .

pr∗1 TG pr∗1 TG

G(k) Gk

(t ◦ pr1)∗TM pr∗M TM

M ×M G(k−1) ∼= G(k−1) M ×Gk−1

ds

dsι

ι′

s×id
Gk−1

(3.29)
The datum of c ∈ Ckdef(G) is the same as c ∈ Γds(ι

∗ pr∗1 TG). It is extendable to Gk since
the embeddings of fiber products are proper.

All in all, given c ∈ Γds(G
(k), pr∗1 TG) and a ∈ Γ(Ds) we can define

Lca(g1, . . . , gk) := Lc̃(−,g2,...,gk)a(g1) , (3.30)

where c̃ is any ds-relatable extension of c to Gk.

3.2 Simplicial Nerve of a Groupoid

Any Lie groupoid G ⇒ G(0) naturally gives rise to a simplicial manifold, a simplicial
model for its classifying space. For future reference we set notation and describe the
structure here: The k-nerve G(k) is the space of k composable arrows. It is a smooth
manifold as a fiber product along submersions.

G(k) = {(g1, . . . , gk) : s(gi) = t(gi+1)}

Face and degeneracy maps are given by:

δ
(k)
i (g1, . . . gk) =


(g2, . . . , gk) i = 0

(g1, . . . , gigi+1, . . . , gk) i = 1, . . . , k − 1

(g1, . . . , gk−1) i = k

(3.31)

σ
(k)
i (g1, . . . , gk) =


(idt(g1), g1, . . . , gk) i = 0

(g1, . . . , gi, ids(gi), gi+1, . . . , gk) i = 1, . . . , k − 1

(g1, . . . , gk, ids(gk)) i = k

(3.32)

To be precise we should add G(0) and δ(1)
0 (g) = s(g), δ(1)

1 = t(g). The simplicial identities
are:

δiδj = δj−1δi i < j (3.33)

δiσj =


sj−1di i < j

id i = j, j + 1

sjdi−1 i > j + 1

(3.34)

σiσj = σj+1σi i ≤ j (3.35)
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The resulting structure is the nerve G(•) which is a simplicial manifold

G(•) : ∆op → Mfld.

It turns out that the geometric realization of this simplicial set is a model for the
classifying space of G. [HG07, 2.22] Similarly, the geometric realization of an action
groupoid GnM ⇒M becomes the Borel construction EG×GM .
Looking at the graded function algebra C•(G) = C∞(G(•)) we easily see that the simplicial
identities provide us with a cohomological differential

δf =
k∑
i=0

(−1)iδ∗i f (3.36)

that is a graded derivation with respect to the cup product Cp(G)⊗Cq(G)→ Cp+q(G).

f1 ∪ f2(g1, . . . , gp, . . . , gp+q) = f1(g1, . . . , gp)f2(gp+1, . . . , gp+q) (3.37)

We will sometimes also write f1 ⊗ f2 = f1 ∪ f2.

3.3 A simplicial Look at Convolution

Upon choosing a right Haar system, note that we have canonical identifications

Γ∞c (G(k),pr∗1Ds ⊗ · · · ⊗ pr∗k Ds) ∼= C∞c (G(k)) =: Ckc (G).

Since the formulae look cleaner we will phrase the following simply in terms of the latter
functions. We letmi : Ckc (G)→ Ck−1

c (G) be the fiber integration along δi : G(k) → G(k−1).
Explicitly:

mif(g1, . . . , gk−1) =


∫
s−1(t(g1)) f(g, g1, . . . , gk−1)dg i = 0∫
s−1(s(gi))

f(g1, . . . , gi−1, gig
−1, g, gi+1, . . . , gk−1)dg i = 1, . . . , k − 1∫

s−1(s(gk−1)) f(g1, . . . , gk−1, g
−1)dg i = k

(3.38)
There are some easy-to-write-down compatibilities with the cup product such as mi(f ∪
g) = (mif) ∪ g for f ∈ Ckc (G), g ∈ C lc(G) and i < k. We can also recover a simplicial
identity:

mimj = mj−1mi, i < j (3.39)

...

C3
c (G)

C2
c (G)

C1
c (G)

C0
c (G)

(3.40)
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In the above diagram the most important are the inner mi for i = 1, . . . , k− 1 that indeed
perform a convolution. m0 and mk do a sort of averaging. From the simplicial identities
we know that all compositions of the inner mi’s (inductive convolutions) coincide as maps
Ckc (G)→ C1

c (G) = C∞c (G), e.g. m1 ◦m1 = m1 ◦m2.
The convolution product on C∞c (G) = C1

c (G) is actually given by f ∗ g = m1(f ∪ g).
Hence, convolution is associative:

(f ∗ g) ∗ h = m1(m1(f ∪ g) ∪ h) = m1m1(f ∪ g ∪ h)

= m1m2(f ∪ g ∪ h) = m1(f ∪m1(g ∪ h)) = f ∗ (g ∗ h)
(3.41)

Proof of the identities. There are two cases to consider: j = i+ 1 and j > i+ 1. Let first
j > i+ 1:

mimjf(g1, . . . , gk−2) =

∫
s−1(s(gi))

mjf(g1, . . . , gig
−1, g, gi+1, . . . , gk−2)dg

=

∫
s−1(s(gi))

∫
s−1(s(gj−1))

f(g1, . . . , gig
−1, g, gi+1, . . . , gj−1h

−1, h, gj , . . . , gk−2)dhdg

=

∫
s−1(s(gj−1))

∫
s−1(s(gi))

f(g1, . . . , gig
−1, g, gi+1, . . . , gj−1h

−1, h, gj , . . . , gk−2)dgdh

= mj−1mif(g1, . . . , gk−2) .
(3.42)

If j = i+ 1 we have

mimi+1f(g1, . . . , gk−2) =

∫
s−1(s(gi))

mi+1f(g1, . . . , gig
−1, g, gi+1, . . . , gk−2)dg

=

∫
s−1(s(gi))

∫
s−1(s(gi))

f(g1, . . . , gig
−1, gh−1, h, gi+1, . . . gk+2)dhdg

=

∫
s−1(s(gi))

∫
s−1(t(h))

f(g1, . . . , gih
−1k−1, k, h, gi+1, . . . gk+2)dkdh

= mimif(g1, . . . , gk−2) .
(3.43)

We used right invariance to change variables here to k = gh−1. For i = 0, k we do not
have to make new computations since they are formally identical when we just think of
(g1, . . . , gk) as an enlarged tuple (idt(g1), g1, . . . , gk, ids(gk)).

For the claim about independence of ordering we can use an inductive argument.
Starting with m1m2 = m1m1, this is a simplicial identity. Let mi1 . . .mik : Ck+1

c (G)→
C1
c (G) be any concatenation of convolutions. Thenmi1 . . .mik−1

= m1 . . .m1 by induction.
Therefore, using the induction hypothesis twice, we can conclude that all such compositions
agree:

mi1 . . .mik = m1 . . .m1mik = m1 . . .mik−1m1 = m1 . . .m1m1 . (3.44)

We denote the total convolution by m : Ckc (G)→ C1
c (G).

3.4 Construction of the Cochain Map relating Deformation Cohomology and
Hochschild Cohomology

Here we show how to construct the cochain map Φ : C∗def(G)→ C∗(AG,AG), originally
achieved in [KP21]. We take a more combinatorial approach using the (co)simplicial
structure maps.
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Let A be an algebra over C or R. Below we work with the convolution algebra
A = AG. Let us start with a working definition of the Hochschild cochain complex
C∗(A,A). In degree k its cochains are multilinear maps f : Ak → A or, equivalently,
linear maps A⊗k → A. It is easier to define multilinear maps than to define a tensor
product. But considerations like this are reserved for later chapters. the differential
d : Ck(A,A)→ Ck+1(A,A) is given by

df(a1, . . . , ak+1) =a1f(a2, . . . , ak+1) +

k∑
i=1

(−1)if(a1, . . . , aiai+1, . . . , ak+1)

+ (−1)k+1f(a1, . . . , ak)ak+1 .

(3.45)

The differential d is the alternating sum of the cosimplicial face maps that we denote
by di : Ck(A,A) → Ck+1(A,A). Similarly, we start with a working definition of the
deformation complex C∗def(G) of a Lie groupoid G⇒M . A cochain in degree k, k ≥ 1,
is an element c ∈ Γds(G

(k), pr∗1 TG), i.e. ds(c(g1, . . . , gk)) ∈ Tt(g2)M is independent of g1.
Denote the division map by m̄(g, h) = gh−1 whenever s(g) = s(h). The differential of
C∗def(G) is given by:

δc(g1, . . . , gk+1) =− dm̄ (c(g1g2, g3, . . . , gk+1), c(g2, . . . , gk+1))

+

k∑
i=2

(−1)kc(g1, . . . , gigi+1, . . . , gk+1) + (−1)k+1c(g1, . . . , gk) .
(3.46)

This differential has the form δc = −m̄c+
∑k+1

i=1 (−1)iδ∗i c.
Having defined total convolution and the Lie derivative along deformation cocycles

as well as Hochschild cohomology and deformation cohomology we can now define the
cochain map relating the two.

Φ : Ckdef(G)→ Ck(AG,AG) = Hom(A⊗kG ,AG)

c 7→ [a1 ⊗ · · · ⊗ ak 7→ m(Lca1 ⊗ a2 ⊗ · · · ⊗ an)]
(3.47)

Explicitly,

[Φ(c)(a1, . . . , an)] (g) =

∫
g1...gk=g

Lca1(g1, . . . , gk)⊗ a2(g2)⊗ · · · ⊗ ak(gk) . (3.48)

Remark 3.15. Φ is not defined in degree 0. In [KP21, 2.4], the authors even show
that Φ cannot be extended to a cochain map. If it did, Φ(~α+ ~α) would need to be an
inner derivation for any section α ∈ Γ(A) of the Lie algebroid. They construct explicit
counterexamples that do not have compact support.

To show that Φ is indeed a cochain map we first prove the following lemma.

Lemma 3.16. Let c ∈ Ckdef(G).

1. Φ(δ∗i c) = diΦ(c) for i = 2, . . . , k + 1.

2. Lc(a1 ∗ a2) = m1(Lm̄ca1 ⊗ a2) +m1(a1 ⊗ Lca2)

Proof. 1. We first show Lδ∗i ca = δ∗i Lca for i = 2, . . . , k.

Lδ∗i ca(g1, . . . , gk+1) = (Lc(·,g2,...,gigi+1,...,gk+1)a)(g1)

= Lca(g1, . . . , gigi+1, . . . , gk+1)

= (δ∗i Lca)(g1, . . . , gk+1)

(3.49)
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For i = k + 1 the computation is analogous and both sides, Lδ∗k+1c
a and δ∗k+1Lca,

are equal to (Lc(·,g2,...,gk)a)(g1).

For i = 2, . . . k we compute:

Φ(δ∗i c)(a1, . . . , ak+1) = m(δ∗i Lca1 ⊗ · · · ⊗ ak+1)

= m(mi(δ
∗
i Lca1 ⊗ · · · ⊗ ak+1))

= m(Lca1 ⊗mi−1(a2 ⊗ · · · ⊗ ak+1))

= m(Lca1 ⊗ · · · ⊗ ai ∗ ai+1 ⊗ · · · ⊗ ak+1)

= Φ(c)(b′i(a1 ⊗ · · · ⊗ ak+1))

= (diΦ(c))(a1, . . . , ak+1)

(3.50)

Where we use the projection formula mi(δ
∗
i a ⊗ b) = a ⊗mi−1b. Here, a can be

pulled out of the integral since we integrate over the set where gigi+1 = g and we
plug in this product in the i-th slot of a. For i = k + 1 we compute:

Φ(δ∗k+1c)(a1, . . . , ak+1) = m(δ∗k+1Lca1 ⊗ · · · ⊗ ak+1)

= mk(m(δ∗k+1Lca1 ⊗ · · · ⊗ ak)⊗ ak+1)

= mk(Φ(c)(a1, . . . , ak)⊗ ak+1)

= Φ(c)(a1, . . . , ak) ∗ ak+1

= dk+1Φ(c)(a1, . . . , ak+1)

(3.51)

2. We have to compute Lc(a1 ∗ a2). Recall, that the Lie derivative along c uses an
extension c̃ to Gk that is still s-projectable. For notational convenience, define
X := c̃(·, g2, . . . , gk) for fixed g2, . . . , gk. Then, X ∈ Xs(G) is s-related to sX .
Denote its flow by φXt . Without loss of generality this flow is defined for all
t ∈ (−ε, ε) since we are just computing on a compact subset of G2. Also, recall that
the convolution of two densities is given by

a1 ∗ a2(g) =

∫
s−1(s(g))

(r∗h−1a1)(g)a2(h) . (3.52)

We are now ready to compute:

Lc(a1 ∗ a2)(g1, . . . , gk) =
[
Lc(·,g2,...,gk+1)(a1 ∗ a2)

]
(g1)

=
d

dt

∣∣∣∣
t=0

(
dφ

c̃(·,g2,...,gk)
t

)∗
(a1 ∗ a2)(φ

c̃(·,g2,...,gk)
t (g1))

=
d

dt

∣∣∣∣
t=0

(dφXt )∗(a1 ∗ a2)φXt (g1)

=
d

dt

∣∣∣∣
t=0

∫
h∈s−1(s(φXt (g)))

(dφXt )∗(r∗h−1a1)φXt (g)(a2)h

=
d

dt

∣∣∣∣
t=0

∫
h∈s−1(φ

sX
t (s(g)))

[
(φXt )∗r∗h−1a1

]
(g)a2(h)

(3.53)

Note that s ◦ φXt = φsXt ◦ s. Now, using that φXt : s−1(s(g))→ s−1(φsXt (s(g))) is a
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diffeomorphism, we can pullback the integral to get:

=
d

dt

∣∣∣∣
t=0

∫
s−1(s(g))

[
(φXt )∗r∗

φXt (h)−1a1

]
(g)
(
(φXt )∗a2

)
h

=

∫
s−1(s(g))

d

dt

∣∣∣∣
t=0

[
(φXt )∗r∗

φXt (h)−1a1

]
(g)(a2)h

+

∫
s−1(s(g))

r∗h−1a1(g)
d

dt

∣∣∣∣
t=0

(
(φXt )∗a2

)
h

=

∫
s−1(s(g))

Lm̄Xa1(gh−1, h)a2(h) + a1 ∗ LXa2(g) .

(3.54)

This last line is indeed m1(Lm̄ca1⊗ a2) +m1(a1⊗Lca2) and we are done, if we can
justify the last equality. Only the first summand deserves justification; rewriting
the second summand is just the definition of LX . Now for the first summand:

d

dt

∣∣∣∣
t=0

φXt (g)φXt (h)−1 = dm̄(X(gh−1), X(h)) = m̄X(gh−1, h) . (3.55)

Hence, a1 is pulled back by the family of diffeomorphisms

Ψt,h(g) = φXt (g)φXt (h)−1 = rφXt (h)−1φXt (g) , (3.56)

and this can be used to compute the Lie derivative along m̄c. Note, that this
family is in general not the flow of m̄c, but the Lie derivative only depends on the
derivative of such a family at t = 0. This fact is essentially a computation in local
coordinates. Then:

d

dt

∣∣∣∣
t=0

[
(φXt )∗r∗

φXt (h)−1a1

]
(g) =

d

dt

∣∣∣∣
t=0

Ψ∗t,ha1(g)

= Lm̄Xa1(gh−1, h)

(3.57)

This proves all of the formulas in the lemma.

Theorem 3.17. Φ : C∗def(G)→ C∗(AG,AG) is indeed a cochain map.

Proof. We investigate d ◦ Φ.

dΦ(c)(a1, . . . , ak+1) =a1 ∗ Φ(c)(a2, . . . , ak+1)− Φ(c)(a1 ∗ a2, . . . , ak+1)

+

k∑
i=2

(−1)iΦ(c)(a1, . . . , ai ∗ ai+1, . . . , ak+1)

+ (−1)k+1Φ(c)(a1, . . . , ak) ∗ ak+1

(3.58)

The summands in line 2 and 3 are easy to deal with: They combine to

k+1∑
i=2

(−1)idiΦ(c) =
k+1∑
i=2

(−1)iΦ(δ∗i c). (3.59)

The first line becomes:

a1 ∗ Φ(c)(a2, . . . , ak+1) = m1(a1 ⊗m(Lca2 ⊗ · · · ⊗ ak+1)) (3.60)
Φ(c)(a1 ∗ a2, . . . , ak+1) = m(Lc(a1 ∗ a2)⊗ · · · ⊗ ak+1) (3.61)
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Where we use the above lemma to calculate:

m(Lc(a1 ∗ a2)⊗ · · · ⊗ ak+1) = m(m1(Lm̄ca1 ⊗ a2) +m1(a1 ⊗ Lca2)⊗ · · · ⊗ ak+1)

= m(Lm̄ca1 ⊗ a2 ⊗ · · · ⊗ ak+1)) +m(a1 ⊗ Lca2 ⊗ . . . ak+1)

= Φ(m̄c)(a1, . . . , ak+1) +m(a1 ⊗ Lca2 ⊗ . . . ak+1)
(3.62)

Hence in the first line only the −Φ(m̄c) term survives and we can conclude:

dΦ(c) = Φ(−m̄c) +
k+1∑
i=2

(−1)iΦ(δ∗i c) = Φ(δc) . (3.63)

Remark 3.18. Suppose X is a multiplicative vector field on G. We will see in Equa-
tion (4.21) that this is equivalent to δX = 0 in C2

def(G). Then Φ(X) : AG → AG is a
derivation since 0 = Φ(δX) = dΦ(X) and the cocycles in C1(AG,AG) are precisely the
derivations. In conclusion, multiplicative vector fields are derivations that act on the
convolution algebra via the Lie derivative LX .

Example 3.19. Let G ⇒ M be an étale groupoid. We have seen that convolution on
C∞c (G) takes the form

ϕ1 ∗ ϕ2(g) =
∑

g1g2=g

ϕ1(g1)ϕ2(g2) . (3.64)

Under Φ, a cochain c ∈ Ckdef(G) maps to the Hochschild cochain

Φ(c) : C∞c (G)k −→ C∞c (G)

Φ(c)(ϕ1, . . . , ϕk)(g) =
∑

g1...gk=g

c(g1, . . . , gk)ϕ1 · ϕ2(g2) . . . ϕk(gk) .
(3.65)

The tangent vector c(g1, . . . , gk) ∈ Tg1G acts on ϕ1 as a derivation.
We will see later in the case of a proper étale action groupoid that in cohomology Φ is

only the inclusion of invariant vector fields on G into the Hochschild cohomology of AG.
The Hochschild cohomology however also sees multivector fields and even multivector
fields on fixed point sets.
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4 Deformation Cohomology

This section introduces deformation cohomology. To accomplish this, we follow the
original source [CMS15] closely. We include definitions of differentiable cohomology and
representations up to homotopy. Because proper groupoids are interesting to us later, we
include the computation of low degree deformation cohomology in terms of isotropy and
normal representation in Section 4.4 and the vanishing result in Section 4.5. Proper étale
groupoids are very rigid and their deformation cohomology is only nontrivial in degree
1, where H1

def(G) ∼= X(G)inv consists of invariant vector fields. In Section 4.6 we briefly
discuss Morita invariance of deformation cohomology, i.e., deformation cohomology is a
stack invariant.

4.1 Differentiable Cohomology

Let G ⇒ M be a groupoid and E → M be a representation. Then any g : x → y acts
by a linear map Ex → Ey, v 7→ g.v. The differentiable cohomology of G with coefficients
in E is the cohomology of the cochain complex Ck(G,E) = Γ(G(k), (t ◦ pr1)∗E) with
differential

δc(g1, . . . , gk+1) =g1.c(g2, . . . , gk+1) +
k∑
i=1

c(g1, . . . , gigi+1, . . . , gk+1)

+ (−1)k+1c(g1, . . . , gk) .

(4.1)

We can rewrite this as

δc = ρδ∗0c+
k+1∑
i=1

(−1)iδ∗i c , (4.2)

where ρ is the action of G on E. This will be made more explicit in Proposition 4.3. For
the trivial representation on a trivial line bundle we recover the complex C•(G).

4.2 Representations up to Homotopy

Here we introduce the notion of representation up to homotopy of Lie groupoids. This
section is not strictly necessary for any of the following discussion, but it fits here as a
generalisation of representations that also encompasses deformation cohomology. The
original treatment is [AAC13]. It is a straightforward algebraic generalization of usual
representation to a derived or differential graded setting. Fix a Lie groupoid G⇒ G(0).

Let E• =
⊕
Ei be a graded vector bundle over G(0). We can consider

Ck(G,E) =
⊕
p−q=k

Cp(G,Eq)

=
⊕
p−q=k

Γ(G(p), (t ◦ pr1)∗Eq)
(4.3)

as particular graded sections over the nerve.
Notice that this becomes a graded C∗(G)-module by the cup product: ∪ : Ck(G,E)⊗

C l(G)→ Ck+l(G,E):

(c ∪ ϕ)(g1, . . . , gk, gk+1, . . . , gk+l) = c(g1, . . . , gl)ϕ(gk+1, . . . , gk+l) (4.4)

Remark 4.1. We can even make sense of a (cup) product Ck(G,E → C) ⊗ C l(E) →
Ck+l(C). Here γ ∈ Ck(G,E → C) is a section of the bundle Hom((s◦prk)∗E, (t◦pr1)∗C).
This means explicitly γ(g1, . . . , gk) : Es(gk) → Et(g1) is a linear map.



30

A cochain is normalized if it vanishes on degenerate tuples, i.e. whenever one of the
inputs is an identity. There is no condition on cochains defined on G(0).

Definition 4.2. A representation up to homotopy (abbreviated ruth) is a differential D
of degree +1 on the complex C•(G,E) preserving the normalized complex that satisfies a
Leibniz rule w.r.t. the cup product module structure:

D(c ∪ ϕ) = Dc ∪ ϕ+ (−1)deg(c)c ∪ δϕ (4.5)

A morphism of ruths is a total degree 0 C•(G)-linear chain map.

The reason for defining ruths is the following proposition. Note that any representation
of ρ : G y E on a vector bundle defines an element ρ ∈ C1(G,E → E) since it acts as
G→ Hom(s∗E, t∗E).

Proposition 4.3. There is an equivalence of categories between linear representations of
G and 1-term representations up to homotopy

Rep(G)→ Rep∞1−term(G),

where to a representation ρ on E we associate the differential:

Dω = ρδ∗0ω +
k∑
i=1

(−1)iδ∗i ω (4.6)

Proof. Let ρ : Gy E be a linear representation. Let us first verify that D2 = 0. Notice
that the cosimplicial identities still hold for this differential operator. A key point to
observe is that (ρδ∗0) ◦ (ρδ∗0) = δ∗1 ◦ (ρδ∗0) is equivalent to ρ(g1)ρ(g2) = ρ(g1g2). This
immediately shows that D2 = 0. The Leibniz rule and preservation of normalized chains
is a very quick computation. Let now Φ : E → E′ be a morphism of representations. This
means Φ commutes with ρ and thus Φ∗ commutes with all operations in the definition of
D. Φ∗ : C(G,E)→ C(G,E′) is then a morphism of ruths.
We now show that this functor is essentially surjective and fully faithful. Let E be a
bundle over G0 and D be a differential so that we have a 1-term ruth (C•(G,E), D).
Define an action of G on E by considering any section ε of E over G(0) as an element in
C0(G,E).

ρg.εs(g) := Dε(g) + εt(g) (4.7)

For this to be well-defined on individual vectors we use the usual trick of C∞(G(0))-linearity
employing the Leibniz rule for C0(G):

D(εf)(g) + (εf)t(g) = Dε(g)f(s(g)) + εt(g)δf(g) + εt(g)f(t(g))

= (Dε(g) + εt(g))f(s(g)).
(4.8)

Equation (4.7) clearly defines a linear map. It is unital precisely when Dε(idx) = 0, i.e. if
D preserves the normalized complex. The condition for the action to be associative is:

ρgρhεs(h) = ρg(Dε(h) + εt(h)) = ρgDε(h) +Dε(g) + εt(g)
!

= Dε(gh) + εt(g) = ρghεs(h)

⇐⇒ ρgDε(h)−Dε(gh) +Dε(g) = 0
(4.9)

If we show that D has indeed the form of Equation (4.6) then the last line just says
D2 = 0. In fact, D is uniquely determined by its degree 0 component and the Leibniz
identity: Locally any ω ∈ Ck(G,E) has the form

∑
i(t ◦ pr1)∗εi ∪ fi with εi ∈ C0(G,E)
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and fi ∈ Ck(G). Using the Leibniz rule and locality of D we deduce that indeed D has
the form 4.6. This shows essential surjectivity.
If Ψ is a chain map between C•(G,E) and C•(G,E′) its degree 0 part is a C∞(G(0))-linear
map between sections. Hence it is induced by a smooth bundle map Φ : E → E′ by the
classical Serre-Swan theorem. Since Ψ = Φ∗ commutes with D, Φ intertwines the action
defined in Equation (4.7). This proves full faithfulness.

4.3 Deformation Cohomology

This section follows [CMS15]. There is no adjoint representation of a Lie groupoid.
There is only an adjoint representation up to homotopy. Deformation cohomology is the
substitute for differentiable cohomology with values in the adjoint representation. It is
intrinsically defined, that is, the deformation complex can be written down in terms of
structure maps of the Lie groupoid without additional choices, e.g., of a connection.

Let G ⇒ M be a Lie groupoid. Most of the groupoid structure is encoded in the
multiplication and inversion map. The division map

m̄ : G×s,sM G −→ G

(g, h) 7−→ gh−1
(4.10)

encodes both. The differential dm̄ is then defined on T(g,h)(G×s,s G) ∼= TgG×ds,ds ThH.
Hence, we can compute dm̄(v, w) whenever ds(v) = ds(w).

Definition 4.4. In degree k ≥ 1, the deformation complex Ckdef(G) consists of sections
c ∈ Γ(G(k),pr∗1 TG) that are s-relatable, i.e., there is a section sc in Γ(G(k−1), t∗TM)
satisfying:

ds ◦ c(g1, . . . , gk) = sc(g2, . . . , gk) (4.11)

This means that ds◦ c must be independent of g1. The differential δ : Ckdef(G)→ Ck+1
def (G)

is given by

δc(g1, . . . , gk+1) = −dm̄(c(g1g2, . . . , gk+1), c(g2, . . . , gk+1)) +

k+1∑
i=2

(−1)iδ∗i c(g1, . . . , gk+1) .

(4.12)

We can also write this as:

δc = −m̄c+

k+1∑
i=2

(−1)iδ∗i c . (4.13)

We can define a degree zero part C0
def(G) = Γ(G(0), A) with differential δα = ~α+ ~α.

Here, ~αg = drgαt(g) and ~αg = dlgdiαs(g). We denote the cohomology of the deformation
complex by H∗def(G).

Remark 4.5. We can encode s-relatability in the following diagram:

Γ(G(k),pr∗1 TG) Γ(G(k), (s ◦ pr1)∗TM)

Γ(G(k−1), t∗TM)

ds

δ∗0 (4.14)

An element of Ckdef(G) can be thought of as a tuple (c, sc) where ds ◦ c = δ∗0sc. Obviously,
sc is uniquely determined by c. However, choosing a section of ds allows us to subtract
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the redundant information from c. Thus, the datum of c ∈ Ckdef(G) is the same as a tuple
(c̃, sc) ∈ Γ(G(k),pr∗1 ker ds) ⊕ Γ(G(k−1), (t ◦ pr1)∗TM). This provides us with a link to
representations up to homotopy since ker(ds) ∼= t∗A. The following Lemma then shows
that the graded 2-term vector bundle E• = A⊕ TM [−1] becomes a 2-term ruth under
the above identification of Ck(G,E) with Ckdef(G). Note that this depends on the choice
of a splitting.

The following are Lemma 2.2 and 2.5 in [CMS15].

Lemma 4.6. C∗def(G) is indeed a cochain complex, i.e. δ2 = 0. Furthermore, δ preserves
normalized cochains and δ is C•(G)-linear.

Example 4.7. Consider the groupoid G = M ⇒ M . Then G(k) ∼= M under the
identification of (x, . . . , x) with x. Also, TG = TM and ds = id. Since the Lie algebroid
vanishes, we have C0

def(G) = 0. For k ≥ 1, the space Ckdef(G) consists of all sections
c : M → TM since s-projectability is a void condition. Finally, we are left to compute
the differential. Note, that under the above identification δ∗i c = c. Also m̄c(x) =
dm̄(c(x), c(x)) = 0. Hence:

δc = −m̄c+
k+1∑
i=2

(−1)iδ∗i c =

{
c k odd
0 even

(4.15)

The deformation complex C∗def(G) starting in degree 0 is hence:

0 X(M) X(M) X(M) X(M) . . .0 id 0 id (4.16)

The deformation cohomology vanishes except in degree 1, where it is H1
def(G) = X(M).

Example 4.8. We want to compute H1
def(G) for arbitrary groupoids. Note, that

C1
def(G) = Xs(G) consists of s-relatable vector fields. The differential in degree 1 becomes

δX(g, h) = −dm̄(X(gh), X(h)) +X(g) , (4.17)

so that cocycles in degree 1 satisfy

X(g) = dm̄(X(gh), X(h) . (4.18)

Thus, we get

X(idx) = dm̄(X(idx), X(idx)) = 0 (4.19)

X(g−1) = dm̄(X(idt(g)), X(g)) = dm̄(0, X(g)) = diX(g) (4.20)

X(gh) = dm̄(X(g), X(h−1) = dm̄(X(g), diX(h)) = dm(X(g), X(h)) (4.21)

If X satisfies Equation (4.21), it is called multiplicative vector field. This is equivalent
to X : G → TG being a Lie groupoid homomorphism. Conversely, one checks that
multiplicative vector fields are also cocycles. We call vector fields of the form ~α+ ~α inner
multiplicative. We arrive at

H1
def(G) =

multiplicative vector fields
inner multiplicative vector fields

. (4.22)
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4.4 Isotropy and normal Representations

This section again closely follows [CMS15]. Morally, we show how replacing the ruth
A→ TM by its cohomology ker(])⊕ coker(]) helps to compute deformation cohomology.
Let G ⇒ M be a groupoid with Lie algebroid A = Lie(G) and anchor ] : A → TM .
Define the isotropy bundle i as

i = ker(] : A→M) = ker(ds)|M ∩ ker(dt)|M . (4.23)

Note that this will only be a smooth vector bundle if ] has constant rank, that is if
and only if G is regular. The vector space ix is the Lie algebra of the isotropy Lie
group Gxx = {g : s(g) = t(g) = x}. There is a conjugation action of G on i that is
the infinitesimal version of the conjugation on the isotropy Lie group bundle: We can
represent α ∈ ix as d

dt |t=0h(t) with h(t) ∈ Gxx. Then gh(t)g−1 ∈ Gyy for all g : x→ y. We
write Adg : ix → iy for the map dlg ◦ drg−1 given explicitely by

Adgα =
d

dt

∣∣∣∣
t=0

gh(t)g−1 . (4.24)

Note that this becomes a genuine G-representation if G is regular. Hence differentiable
cohomology H∗(G, i) is defined. In general, it still makes sense to talk of smooth sections
of i via Γ(i) := ker(] : Γ(A) → Γ(TM)). This is the correct kernel when regarded as
sheaves. Now define

H0(G, i) := Γ(i)inv := {α ∈ Γ(i) : Adgα(x) = α(y) ∀g : x→ y} . (4.25)

This agrees with the computation of H0(G, i) in the regular case.

Proposition 4.9. H0
def(G) = H0(G, i) = Γ(i)inv.

Proof. Let α ∈ C0
def(G) be a cocycle, that is α ∈ Γ(A) and δα(g) = ~αg + ~αg = 0. Note

that the left-invariant extension ~α lies in the kernel of dt and that ] = dt|M as a map on
A = ker(ds)|M . Then ](α) = 0 since 0 = dt(δα) = dt(~α) + 0 and the right hand side is
precisely ](α) when restricted to M . Hence α ∈ Γ(i). Spelling out the cocycle condition
we have 0 = δα(g) = drgαt(g) − dlgαs(g) which is equivalent to the invariance condition
Adgαs(g) = αt(g).

Definition 4.10. The complex (C∗(G, i), δ) that consists in degree k of maps G(k) →
i ⊂ A can be defined as in differentiable cohomology. A cochain needs to be smooth as a
map c : G(k) → A. Explicitly, the differential δ : Ck(G, i)→ Ck+1(G, i) is given by

δc(g1, . . . , gk+1) =Adg1c(g2, . . . , gk+1) +

k∑
i=1

(−1)ic(g1, . . . , gigi+1, . . . , gk+1)

+ (−1)k+1c(g1, . . . , gk) .

(4.26)

Note that for such a cochain we have c(g1, . . . , gk) ∈ At(g1). There is an injective
cochain map r : C∗(G, i)→ C∗def(G) given by

r(c)(g1, . . . , gk) = drg1c(g1, . . . , gk) . (4.27)

This identifies C∗(G, i) with the subcomplex of C∗def(G) taking values in ker(ds)∩ ker(dt).
The inverse is easily written down by composing with drg−1

1
. There is a computation to

be made here which shows compatibility of the differentials. We skip this due to space
constraints.
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We now also define the normal representation ν of G where

ν := coker(]) = TM/](A) . (4.28)

Again, this is only a genuine representation if G is regular. Denote by [v] the equivalence
class of v ∈ TxM modulo ](Ax). There is an action of G on ν by which g : x→ y acts on
[v] ∈ νx by choosing a lift w ∈ TgG with ds(w) = v and defining

Adg[v] := [dt(w)] . (4.29)

This is well-defined since ds(w) = 0 implies [dt(w)] = [](rg−1w)] = 0 and since v = ](α)
implies that v = dt(α) = ds(diα) = ds(dlgdiα) is a lift. This lift satisfies dt(dlgdiα) =
d(t ◦ lg)(diα) = 0 since t(g) is constant. In conclusion, we indeed get a map Adg :
TxM/](Ax)→ TyM/](Ay).
We can now define Γ(ν) := X(M)/ Im(]) as equivalence classes [V ] of vector fields V on
M . An s-t-lift of a vector field V on M is X ∈ X(G) which is s- and t-related to V .

Γ(ν)inv := {[V ] : V ∈ X(M) has an s-t-lift X ∈ X(G)} (4.30)

Indeed, Adg[Vs(g)] = Adg[ds(Xg)] = [dt(Xg)] = [Vt(g)] is invariant in the usual sense. We
needed to make this definition to make sense of smoothness. Since the cocycles in C1

def(G)
are multiplicative vector fields which by definition are s, t-relatable, there is a canonical
“projectio” map:

π : H1
def(G)→ Γ(ν)inv (4.31)

Without restriction on the class of groupoids we can now establish a result on the low
degree deformation cohomology.

Proposition 4.11. There is an exact sequence:

0 H1(G, i) H1
def(G) Γ(ν)inv H2(G, i) H2

def(G)r π κ r

(4.32)

Proof. We first construct κ. Let [V ] ∈ Γ(ν)inv have s-t-lift X ∈ X(G). We claim that δX
lies in the subcomplex C2(G, i) of C∗def(G) and that κ([V ]) := δX is well-defined.
By the previous discussion we need to show that ds(δX) = dt(δX) = 0.

δX(g, h) = −dm̄(Xgh, Xh) +Xg (4.33)

Now using s(m̄(g, h)) = t(h) and t(m̄(g, h)) = t(g) and the projectability we arrive at:

ds(δX(g, h)) = −dt(Xh) + ds(Xg) = −Vt(h) + Vs(g) = 0 (4.34)

dt(δX(g, h)) = −dt(Xgh) + dt(Xg) = −Vt(gh) + Vt(g) = 0 (4.35)

If X ′ is another s-t-lift then X −X ′ is an s-t-lift of 0 and hence lies in the subcomplex
C1(G, i). Hence the class of δX ∈ H2(G, i) is independent of the lift X and κ is well-
defined.

1. r is injective: Let c ∈ H1(G, i) with r(c) = 0, i.e., upon regarding r as an inclusion
of a subcomplex we have c = δα for some α ∈ Γ(A) = C0

def(G). Then automatically
dt(δα) = ](α) = 0 along M . Hence α already lies in C0(G, i), as ds(α) = dt(α) = 0.
Hence c = δα = 0 in H1(G, i).

2. ker(π) = Im(r): Let X ∈ H1
def(G) with π(X) = 0. Then X is a multiplicative

vector field that is the s-t lift of ](α) for some α ∈ Γ(A). X − δα is an s-t-lift of 0
which is equivalent to ds(X − δα) = dt(X − δα) = 0, i.e. X − δα ∈ Im(r).
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3. ker(κ) = Im(κ): Let [V ] ∈ Γ(ν)inv have s-t-lift X. κ([V ]) = δX = 0 in H2(G, i)
means δX = δc for some c ∈ C1(G, i) which we can identify with its image in
C1

def(G) satisfying ds(c) = dt(c) = 0. Therefore X − c is also an s-t-lift of [V ].
Hence we have [V ] ∈ ker(π) if and only if it has an s-t-lift X with δX = 0 which
happens if and only if it lies in the image π.

4. ker(r) = Im(π): Suppose c ∈ H2(G, i) lies in the kernel of r, i.e. c = δX for
X ∈ C1

def(G) where we again identify c with a cochain in C2
def(G) satisfying

ds(c) = dt(c) = 0. For all composable (g, h) we then have:

0 = dt(c(g, h)) = −dt(Xh) + ds(Xg) (4.36)
0 = ds(c(g, h)) = −dt(Xgh) + dt(Xg) (4.37)

From this one reads off that X is s-t-lift of [Vt(g)] = [dt(Xg)]. This means c = κ([V ]).
Conversely, clearly r ◦ κ(V ) = δX = 0.

Example 4.12. Let G ⇒ M be an étale groupoid. Then, the Lie algebroid is trivial.
Hence, i = 0 and H0

def(G) = 0. By the short exact sequence, also H1
def(G) ∼= Γ(ν)inv. But

Γ(ν)inv consists of vector fields V on M with an s-t-lift X. Since G is étale, ds = dt = id
along the units M ⊂ G and hence V = X|M . The vector field X is now itself invariant
by its s− t-projectability. Hence, H1

def(G) ∼= X(G)inv.

4.5 Vanishing of Hk
def for proper Groupoids and k > 1

The following theorem is Theorem 6.1 in [CMS15].

Theorem 4.13. Let G⇒M be a proper Lie groupoid. Then Hk
def(G) ∼= 0 for k > 1 and

H0
def(G) ∼= Γ(i)inv H1

def(G) ∼= Γ(ν)inv (4.38)

Proof. Since G is proper there exists a left Haar system and a function λ ∈ C∞(G) with
the property that s : supp(λ)→M is proper and

∫
t−1(x) λ(g)dg = 1 for all x ∈M . (c.f.

8.1)
For k > 1 and c ∈ Ckdef(G) define H(c) ∈ Ck−1

def (G) by

H(c)(g1, . . . , gk−1) = (−1)k
∫
t−1(s(gk−1))

c(g1, . . . , gk−1, h)λ(h)dh . (4.39)
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Calculate:
δH(c)(g1, . . . , gk) = −dm̄(H(c)(g1g2, . . . , gk), H(c)(g2, . . . , gk))

+

k−1∑
i=2

(−1)iH(c)(g1, . . . , gigi+1, . . . , gk)

+ (−1)kH(c)(g1, . . . , gk−1)

=− dm̄

(
(−1)k

∫
s(gk)

c(g1g2, . . . , gk, h)λ(h)dh, (−1)k
∫
s(gk)

c(g2, . . . , gk, h)λ(h)dh

)

+

k−1∑
i=2

(−1)i+k
∫
s(gk)

c(g1, . . . , gigi+1, . . . , gk, h)λ(h)dh

+

∫
s(gk−1)

c(g1, . . . , gk−1, h)λ(h)dh

=(−1)k
∫
s(gk)

(
δc(g1, . . . , gk, h)λ(h)− (−1)k+1c(g1, . . . , gk)− (−1)kc(g1, . . . , gkh)

)
λ(h)dh

+ (−1)k
∫
s(gk−1)

c(g1, . . . , gk−1, h)λ(h)dh

=c(g1, . . . , gk)−H(δc)(g1, . . . , gk)
(4.40)

Here we used the properties of λ and added and subtracted terms to make the term δc
appear. Thus, we get an explicit contraction. We indeed have H(c) ∈ Ck−1

def (G) since

ds(H(c))(g1, . . . , gk−1) = (−1)k
∫
s(gk−1)

sc(g2, . . . , gk−1, h)λ(h)dh (4.41)

only depends on g2, . . . , gk. Note that this does not work for k = 1 since C0
def(G) = Γ(A)

and ds(H(c)) need not vanish. However the exact same formulas do work for Ck(G, i)
for k > 0 and show Hk(G, i) = 0 for k > 0. Similarly, all differentiable cohomologies
vanish. (c.f. [Cra03, 2.1]) Now the exact sequence in Proposition 4.11 shows the claimed
isomorphism in degree 1. Furthermore, we always have H0

def(G) ∼= Γ(i)inv.

Example 4.14. For an étale groupoid G ⇒ M we now know the entire deformation
cohomology. It is given by H1

def(G) ∼= X(G)inv and Hk
def(G) = 0 otherwise.

4.6 Morita Invariance of Deformation Cohomology

To relate the deformation complexes of Morita equivalent Lie groupoids we need to have
an intermediate cochain complex. To prove Morita invariance of deformation cohomology
it is easiest to consider Morita equivalence of groupoids as a zig-zag of weak equivalences,
i.e. to consider it in Grpd[W−1]. Recall that the weak equivalences were precisely the
Morita morphisms, i.e. pullbacks of groupoids along surjective submersions. If we want
to prove that some construction on Grpd, such as H∗def , is Morita invariant, then we only
have to show that weak equivalences give rise to isomorphisms.

Definition 4.15. Let F : G → H be a homomorphism of Lie groupoids. Then we
can define C∗def(F ) to be the cochain complex Ckdef(F ) ⊂ Γ(G(k), F ∗(TH)) consisting of
s-relatable cochains. Explicitly, this means that ds ◦ c(g1, . . . , gk) does not depend on g1.
The differential Ckdef(F )→ Ck+1

def (F ) is given by

δc = −m̄Hc+

k+1∑
i=2

(−1)iδ∗i c . (4.42)
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Here, m̄H is the division map on H. The proof that this is indeed a cochain complex is
formally identical to the ordinary deformation complex. Note that C∗def(idG) = C∗def(G).

If F : G→ H is a homomorphism of Lie groupoids there are cochain maps

C∗def(G) C∗def(F ) C∗def(H) ,
F∗ F ∗ (4.43)

given by

F∗(c)(g1, . . . , gk) = dF (c(g1, . . . , gk)) (4.44)
F ∗(c′)(g1, . . . , gk) = c′(F (g1), . . . , F (gk)) . (4.45)

The following is Theorem 11.6 in [CMS15].

Proposition 4.16. If two Lie groupoids are Morita equivalent, then their deformation
cohomologies are isomorphic.

Idea of proof. As remarked above, we only need to show that Morita morphisms induce
isomorphisms on deformation cohomology. A Morita morphism H → G is a surjective
submersion f on the base manifolds such that H ∼= f∗G. So let f : P → M be a
surjective submersion and F : f∗G → G the canonical map. Now one shows that
F∗ : C∗def((f

∗G)) → C∗def(F ) is a quasi-isomorphism. Secondly, one shows that F ∗ :
C∗def(G)→ C∗def(F ) is a quasi-isomorphism. This latter step requires a large computation
and several reductions.
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5 Bornological Algebras and Hochschild Cohomology

In this section we introduce the theory of bornological algebras as a means to study
convolution algebras. This includes a self-contained introduction to bornological vector
spaces in Section 5.3, their relation to locally convex topological vector spaces - introduced
in Section 5.1 - and their categorical properties. After that, we discuss bornological
algebras in Section 5.4 and how to do homological algebra with bornological algebras
in Section 5.4.3. None of this is new, but the presentation is streamlined and parts of
it can be difficult to find anywhere. Special emphasis is needed to treat the generally
nonunital convolution algebras. The notion of self-induced or quasi-unital algebras helps
to remedy this. The parts in Sections 5.4.2 and 5.4.5 to 5.4.8 on the Morita bicategory,
smoothly projective modules, the contractibility of the bar complex, quasi-unitality and
strong H-unitality of groupoid convolution algebras are all original work of the author.
Using that, Hochschild cohomology is introduced in Section 5.5 and sufficient conditions
for Hochschild cohomology to be a derived Hom-functor are given in Section 5.5.3. It is
not important for these sections to work bornologically and we will often work in any
symmetric monoidal preabelian category.

5.1 Locally Convex Algebras

In this section we recall some of the basics on locally convex vector spaces and establish
notation. A locally convex vector space (lcs) is vector space over R or C that is equipped
with the initial topology induced by a family of seminorms {pi}i∈I . Morphisms of lcs are
continuous linear maps.
Equivalently, an lcs is a topological vector space with a convex neighbourhood basis of
zero. A Fréchet space is a complete Hausdorff lcs that admits a countable family of
seminorms generating the topology. Equivalently, a Fréchet space is a lcs whose topology
is induced by a complete translation invariant metric. An LF-space is a countable direct
limit of Fréchet spaces. Fréchet spaces are arguably the nicest locally convex spaces one
encounters.

There are two important locally convex algebras of smooth functions.

0. The Fréchet algebra C∞(U) for U ⊂ Rn open. It is equipped with the locally convex
topology induced by the seminorms

pK,k(f) =
∑
|α|≤k

1

α!
‖∂αf‖ , (5.1)

where K ⊂ U is a compact subset. Multiplication is continuous:

pK,k(fg) =
∑
|α|≤k

1

α!
‖∂α(fg)‖

=
∑
|α|≤k

1

α!

∥∥∥∥∥∥
∑
β≤α

(
α

β

)
∂βf∂α−βg

∥∥∥∥∥∥
≤
∑
|α|≤k

∑
β≤α

1

β!(α− β)!
‖∂βf‖‖∂α−βg‖

≤
∑
|β|≤k

1

β!
‖∂βf‖

∑
|γ|≤k

1

γ!
‖∂γg‖ = pK,k(f)pK,k(g)

(5.2)
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It is a special property, that every seminorm can bound itself submultiplicatively.
These algebras are referred to as m-algebras in [CST04]. Note that pK,k actually
makes Ck(K) a Banach algebra and C∞(K) = lim←−C

k(K).

1. The Fréchet algebra C∞(M) for a manifold M . Its defining seminorms are given
by the ones above for all coordinate patches U .

2. The LF algebra C∞c (M) of compactly supported functions, sometimes also referred
to as test functions. As a locally convex space is the direct limit of C∞K for K ranging
through all compact subsets of M . Here, C∞K = {f ∈ C∞c (M) : suppf ⊂ K} with
the same seminorms as above. A sequence in C∞c (M) converges, if and only if they
are all supported inside a compact set K and they converge in C∞K . The dual of
C∞c (M) are the distributions.

The groupoid convolution algebras also have the underlying LF space C∞c (G) but in
general no longer have a jointly continuous multiplication. (c.f. Example 5.10).

5.1.1 Locally Convex Tensor Products

There are a large number of ways to define locally convex topologies on algebraic tensor
products of lcs. We discuss here the projective, injective and inductive tensor products.
Let U, V be locally convex. Let p be any seminorm on U , q a seminorm on V .

Definition 5.1. The injective tensor product U ⊗ε V is equipped with the tensor product
seminorms

p⊗ε q(φ) = sup

{
q
(∑

ξ(fi)gi

)
: φ =

∑
i

fi ⊗ gi, ξ ∈ U∗, p∗(ξ) ≤ 1

}
, (5.3)

where p∗(ξ) ≤ 1 means that |ξ(f)| ≤ p(f) and we take the supremum over all decomposi-
tions as elementary tensors.

The projective tensor product ⊗π is best defined to be universal with respect to jointly
continuous maps. That is, any continuous bilinear map on the product U × V → W
should factor through a linear map U ⊗π V →W .
The inductive tensor product ⊗ι is universal with respect to separately continuous bilinear
maps in the same way. A space is nuclear when the projective and injective tensor product
topologies agree. We will use ⊗̂π etc. to denote the completion of the tensor product in
the respective topology. The universal properties carry over to the reflexive subcategory
of complete lcs.

Remark 5.2. The inductive tensor product is not assocative on arbitrary lcs, c.f. [Mey07,
1.94], due to its universal property.

Theorem 5.3 (Nachbin’s Theorem [Nac49]). A subalgebra A of C∞(M) is dense if and
only if

• it separates points, i.e. for all x 6= y ∈M there is f ∈ A with f(x) 6= f(y)

• it separates derivations, i.e. for all v ∈ TM there is f ∈ A with df(v) 6= 0

Corollary 5.4 (Stone-Weierstraß, smooth version). The following maps have dense
image:

C∞(M)⊗ C∞(N) −→ C∞(M ×N)

C∞c (M)⊗ C∞c (N) −→ C∞c (M ×N)

f ⊗ g 7−→ [(x, y) 7→ f(x)g(y)]

(5.4)
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Theorem 5.5.

C∞(M)⊗̂πC∞(N) = C∞(M)⊗̂εC∞(N) ∼= C∞(M ×N) (5.5)

via the map f ⊗ g 7→ [(x, y) 7→ f(x)g(y)]

Proof. We first check that the bilinear map from the algebraic tensor product is actually
continuous. For that we just note that every compact set in M ×N is contained inside
some compact product K × L and that

pK×L,k(f ⊗ g) = sup
x∈K,y∈L,|α|+|β|≤k

|∂αf(x)||∂βg(y)| ≤ pK,k(f)pL,k(g) (5.6)

By the universal property of the projective tensor product we know that the maps from
left to right are continuous.

Now we check that the algebraic injective ε-tensor product is actually equipped with
the subspace topology. For this note that for φ ∈ C∞(M)⊗C∞(N) and p = pK,k, q = pL,l
seminorms on M,N respectively:

p⊗ε q(φ) = sup

{
q

(∑
i

ξ(fi)gi

)
: φ =

∑
fi ⊗ gi, p∗(ξ) ≤ 1

}

= sup
ξ

sup
φ=

∑
fi⊗gi

sup
y∈L,|β|≤l

∣∣∣∣∣∑
i

ξ(fi)∂
βgi(y)

∣∣∣∣∣
= sup

ξ
sup

φ=
∑
fi⊗gi

sup
y∈L,|β|≤l

∣∣∣∣∣ξ
(∑

i

fi∂
βgi(y)

)∣∣∣∣∣
≤ sup

φ=
∑
fi⊗gi

sup
y∈L,|β|≤l

p

(∑
i

fi∂
βgi(y)

)

= sup
φ=

∑
fi⊗gi

sup
y∈L,|β|≤l

sup
x∈K,|α|≤k

∣∣∣∣∣∑
i

∂αfi(x)∂βgi(y)

∣∣∣∣∣
= sup

K×L,|α|≤k,|β|≤l

∣∣∣∂(α,β)φ
∣∣∣ ≤ pK×L,k+l(φ) .

(5.7)

From this inequality we see that on algebraic tensor product the ε-topology agrees with
the subspace topology. Hence the completion of the injective tensor product agrees with
the closure of the algebraic tensor product inside C∞(M ×N). In particular, the map
C∞(M)⊗̂εC∞(N)→ C∞(M ×N) is injective.
To conclude that this is an isomorphism it suffices to show that the image is dense,
which is precisely the content of the smooth version of the Stone-Weierstraß Theorem
5.4. Now it remains to show that the injective and projective topology on the algebraic
tensor product agree. This belongs to the deep and difficult theory of nuclearity. A
comprehensive treatment can be found in chapters 50 and 51 of [Trè06].

The following is a consequence of the above and passing to direct limits. It is also
Example 1.95 in [Mey07].

Theorem 5.6. Let M,N be smooth manifold. There is a natural isomorphism:

C∞c (M)⊗̂ιC∞c (N) ∼= C∞c (M ×N) (5.8)

via the map f ⊗ g 7→ [(x, y) 7→ f(x)g(y)].
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5.2 Separate Continuity of Convolution

This subsection is technical and shows various continuity properties. We sometimes use
bornological terminology that is only introduced in the next subsection.

Lemma 5.7. Let p : M → N be proper. Then p∗ : C∞c (N) → C∞c (M) is a continuous
map of LF spaces.

Proof. Note that p∗K : C∞K (N)→ C∞f−1(K)(M) is continuous for K ⊂ N compact.

C∞K (N) C∞f−1(K)(M)

C∞c (N) = lim−→C∞K (N) C∞c (M)

p∗K

p∗

(5.9)

The continuity is immediate as a colimit of continuous maps.

Lemma 5.8. Let f : M → N be a submersion and let λ ∈ Γ(Df ) be a fixed nowhere
vanishing density. Then the fiber integration∫

f
: C∞c (M)→C∞c (N)

ϕ 7→

[
x 7→

∫
f−1(x)

ϕλ

] (5.10)

is a continuous map of LF spaces.

Proof. It suffices to show that for any compact set K ⊂M fiber integration is continuous
as a map C∞K (M)→ C∞f(K)(N). Let {Ui} be a finite cover of K by coordinate charts in
which the submersion is in standard form, i.e. there is a diagram

Ui Rn × Rk

f(Ui) Rk
f prRn , (5.11)

in which the horizontal arrows are diffeomorphisms onto open subsets on the right. Let
{χi} be a subordinate partition of unity. We have a continuous map

C∞K (M)→
n⊕
i=1

C∞c (Ui)

ϕ 7→(χiϕ) ,

(5.12)

for which
∫
f ϕ =

∑
i

∫
f χiϕ. So we only need to show that fiber integration is continuous

as a map C∞c (Ui)→ C∞c (f(Ui)).
By the previous considerations this reduces to showing that this is true for the standard
submersion Rn+k → Rn. We can also assume that λ = dy1 ∧ · · · ∧ dyk =: dy by using that
otherwise λ = λ0(x, y)dy for a smooth nonzero function λ0. Multiplication by λ0 then
induces an isomorphism of LF spaces C∞c (Rn+k)→ C∞c (Rn+k) which translates between
the fiber integral with respect to λ and with respect to dy.

C∞c (Rn+k) C∞c (Rn+k)

C∞c (Rn)

λ0·(−)

∫
prRn

(−)λ
∫

(−)dy
(5.13)
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Now if f has compact support in the compact set K × L ⊂ Rn × Rk we can estimate the
semi-norms of the fiber integral by

sup
x∈K

∣∣∣∣∂α ∫
Rk
f(x, y)dy

∣∣∣∣ = sup
x∈K

∣∣∣∣∫
Rk
∂αx f(x, y)dy

∣∣∣∣
≤
∫
Rk

sup
x∈K×L

|∂αx f |dy

≤CpK×L,|α|f .

(5.14)

This shows continuity of C∞K×L(M) → C∞K (N) → C∞c (N) and by a colimit argument
continuity of the entire fiber integration.

Corollary 5.9. The convolution ∗ is separately continuous on C∞c (G)× C∞c (G).

Proof. Note that convolution ∗ factors as a map as

C∞c (G)⊗ C∞c (G) C∞c (G×G) C∞c (G(2)) C∞c (G)ι∗
∫
m . (5.15)

By Theorem 5.6 we know that the inductive tensor product of compactly supported
functions are the compactly supported functions on the product. Hence the first map is
continuous in the topology of the inductive tensor product and even an isomorphism if
we pass to the completion. Since the inductive tensor product is universal with respect to
separately continuous maps, this map is in general only separately continuous. All other
maps are continuous by the previous lemmata.

The following is a counterexample where continuity is not jointly continuous. It is
taken from [Mey07, Example 1.34].

Example 5.10. Consider the additive group R. Its group(oid) convolution algebra is
C∞c (R) with the convolution product

f ∗ g(x) =

∫
f(x− y)g(y)dy (5.16)

Since we are dealing with compactly supported functions, the following provides a
continuous seminorm:

ν(f) =
∑
n∈N
|f (n)(n)| . (5.17)

If convolution was jointly continuous, there would be seminorms ν1, ν2 with

ν(f ∗ g) ≤ ν1(f)ν2(g) . (5.18)

For all f supported in a fixed compact interval, say [−1, 1], ν1(f) only depends on finitely
many derivatives of f , say up to order N−1. It is hence possible to choose f ∈ C∞c ([−1, 1])
with

∫ 1
−1 |f

(N)|dy > K such that also ν1(f) ≤ 1. Then, (f ∗ g)(N) = f (N) ∗ g. Choose g
with g(x) = 1 for x ∈ [N − 1, N + 1]

ν(f ∗ g) ≥ |(f ∗ g)(N)(N)| ≥
∫
|f (N)(N − y)||g(y)|dy ≥ K (5.19)

Since f and K were arbitrary, this contradicts ν(f ∗ g) ≤ 1 · ν2(g).

Corollary 5.11. The LF space AG equipped with the von Neumann bornology and the
convolution product ∗ is a bornological algebra.
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Proof. Separate continuity of ∗ : AG × AG → AG is equivalent to boundedness of
AG ⊗ AG → AG since the inductive tensor product on LF spaces agrees with the
bornological tensor product.

Lemma 5.12. Let X be a vector field on M .

(i) LX : C∞(M)→ C∞(M) is continuous.

(ii) LX : C∞c (M)→ C∞c (M) is continuous.

(iii) L : X(M)× C∞c (M)→ C∞c (M) is continuous.

(iv) L : X(M)→ Hom(C∞c (M), C∞c (M)) is bounded.

Proof. This is essentially a statement about local coordinates. Let K be a compact subset
of M that is contained in a coordinate chart U . Write X = Xi ∂

∂xi
. Then,

pK,k(LXf) =
∑
|α|≤k

1

α!
‖∂α(Xf)‖

≤
∑
|α|≤k

1

α!

(
‖∂αXi‖‖∂if‖+ ‖Xi‖‖∂α∂if‖

)
≤ C1pK,k(X)pK,1(f) + C2pK,0(X)pK,k+1(f)

≤ CpK,k(X)pK,k+1(f) .

(5.20)

Hence, LX is continuous in the locally convex topology on C∞(M). The same computation
also proves (ii) and (iii). Statement (iv) follows from the tensor-hom adjunction on
bornological spaces.

Let us emphasize that the bornological Hochschild complex C∗(A,A) consists of only
bounded multilinear cocycles A×n → A. We will later drop the adjective “bornological”.

Corollary 5.13. The cochain map Φ defined in Equation (3.47) is a map to the bornolog-
ical Hochschild complex.

Φ : C∗def(G) −→ C∗(AG,AG) . (5.21)
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5.3 Bornological Vector Spaces

We aim to explain the convenience of the category of (convex, complete) bornological
vector spaces here. This includes a scaffolding of definitions. We do not aim for complete
coverage. For more details we point to parts of the literature as needed, aiming to keep our
own presentation self-contained. A classical account is [HN77], a thorough more modern
introduction is given in [Mey07]. We can subsume a lot of the upcoming discussion by
simply stating that (CBorn, ⊗̂,Hom) is a preabelian cartesian closed symmetric monoidal
category having all limits and colimits.
Bornological spaces are closely related to locally convex spaces by an adjunction:

γ : Born lcs : vN⊥ (5.22)

The categorical pathologies in lcs seem to disappear upon passage to Born or CBorn and
the plethora of tensor products on locally convex spaces is interchanged for a better
behaved one. In special cases, e.g. Fréchet spaces with ⊗̂π, the functors will even be a
monoidal equivalence. This lets us transport resolutions etc. and rephrase computations
for Fréchet spaces in the bornological setting.
Unfortunately, maybe as a historical accident, we cannot merely view bornology as a
substitute for topological vector spaces, but instead will contrast the two approaches.
This only introduces more vocabulary.

Definition 5.14 (Elementary Notions). Let E be a vector space over K ∈ {R,C}. A
subset A ⊂ E is circled if λA ⊂ A for all |λ| ≤ 1. A disk is a circled convex subset. For a
disk D the space ED spanned by D is equipped with a canonical seminorm pD = ‖·‖D
called gauge of D or Minkowski functional defined by:

pD(x) = inf{λ : x ∈ λD} (5.23)

The disk D is called norming if ‖·‖D is a norm. It is called completant if ED is a Banach
space, i.e. complete in the norm.

Definition 5.15. A bornology on a set X is a system of small or bounded subsets
B ⊂ P(X) that satisfies:

(i) hereditary under inclusions, i.e. if A ⊂ B and B is small, then A is small

(ii) stable under finite union, i.e. A ∪B is small for A,B small

(iii) it covers X, i.e. each x ∈ X is contained in a small set.

A base of the bornology is a subset of B that is cofinal, i.e. every small set is contained
inside one of the basis sets. We call X a bornological space. A map f : X → Y is called
bounded if it maps bounded sets to bounded sets. This makes bornological spaces a
category.
A convex vector bornology on a vector space V over K satisfies additionally:

1. stable under convex hulls

2. stable under circled hulls, i.e.
⋃
|λ|<1 λA is small for A small

3. stable under addition and scalar multiplication

We call V a convex bornological vector space.
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Remark 5.16. A bornological vector space is just a vector space with a bornology and
bounded structure maps. The category of (convex) bornological vector spaces is the
subcategory of bornological spaces with bounded linear maps in between them.

We will now be working exclusively with convex bornological vector spaces. Similarly
to point-set topology there are initial and final bornologies. Given a collection of maps
fi : F → Fi, we call B ⊂ F small, if fi(B) is small in Fi. Now one checks that g : E → F
is bounded if and only if fi ◦ g is bounded for all i.
Similarly for a collection of maps fi : Fi → F , we can define a basis for the bornology on
F by the sets fi(Bi), for Bi ⊂ Fi small. One again checks that g : F → E is bounded if
and only if g ◦ fi is bounded for all i.
This allows us to define bornologies on algebraic limits and colimits. This gives us
bornological limits and colimits. Similarly, the algebraic tensor product F ⊗ F ′ can be
equipped with the final bornology with respect to F × F ′ → F ⊗ F ′.

Remark 5.17. The forgetful functor U : Born→ Vect has a left adjoint that is equipping
a vector space V with the initial bornology with respect to all linear maps V → U(F ). It
is called the fine bornology.
It also has a right adjoint given by equipping V with the final bornology of all the maps
U(F )→ V . Hence U preserves limits and colimits.

Example 5.18 (Von Neumann Bornology). For a locally convex space E with seminorms
{pi}i∈I we call B ⊂ E small if pi(B) is bounded in K ∈ {R,C}. Note that this actually
constructs a convex bornology that is initial with respect to the maps pi : E → K, where
K gets its canonical bornology of bounded sets. The pair (E, vN) is called the bounded or
von Neumann bornology of E.
Note that a continuous map f : E → E′ is automatically bounded for the bounded
bornologies and that we hence get a functor

vN : lcs→ Born. (5.24)

For the following, note that any convex bornological vector space has a basis of disks
(by definition).

Example 5.19 (Bornivorous Topology). Let F be a bornological vector space. A subset
A ⊂ F is called bornivorous if it absorbs every bounded set, i.e. there is a scalar λ such
that each small B is contained in λ′A for λ′ ≥ λ.
There is a natural locally convex topology γF on the bornological vector space F such
that the convex bornivorous disks in F are a neighbourhood basis of zero for the topology.
Since the preimage of (convex, disked) bornivorous sets is bornivorous (convex, disked),
any bounded map is continuous in the bornivorous topology. Hence we get another functor

γ : Born→ lcs. (5.25)

Proposition 5.20. The functors in Equation (5.24) and Equation (5.25) are an adjoint
pair.

γ : Born lcs : vN⊥ (5.26)

Or, phrased differently, bounded maps out of a bornological F into a locally convex space
E are automatically continuous for the topology on γF .
Furthermore, we have the following properties:

1. The unit of the adjunction F → vN γF is an isomorphism for all convex bornological
vector spaces F . This says that γ is fully faithful. We could hence say Born embeds
into lcs.
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2. The counit of the adjunction γ vN(E) → E is an isomorphism for all metrizable
locally convex spaces.

3. The counit is an isomorphism for all Fréchet spaces and for all LF spaces. Hence, a
map between LF spaces is continuous if and only if it is bounded.

4. The adjunction restricts to the full subcategories of separated respectively Hausdorff
spaces.

5. vN maps complete locally convex spaces to complete bornological spaces.

We will properly introduce separated and complete spaces below.

Remark 5.21. 1. Note that the functors constitute an equivalence on a large subcat-
egory. That they fail to be an equivalence justifies using bornologies. Otherwise,
we could just stick to lcs.

2. γ can fail to preserve complete spaces. The completion of a bornological space can
be different. Again, this is favorable when dealing with tensor products.

Proof. Let f : γF → E be continuous. Let B ⊂ F be bounded. f(B) is bounded if and
only if it is absorbed by any neighbourhood U ⊂ E of zero. Since f−1(U) is open it
contains a bornivorous disk A and B ⊂ λA for λ ≥ λ0. Hence, f(B) ⊂ λU for λ ≥ λ0

and f : F → vNE is bounded.
Conversely, let f : F → vNE be bounded. A neighbourhood U ⊂ E of zero is

bornivorous and hence f−1(U) is a bornivorous disk, i.e. open in γF . Hence f : γF → E
is continuous. This proves the adjunction.

1. B ⊂ vN γF is bounded if and only if it is absorbed by all bornivorous sets if and
only if B ⊂ F is bounded.

2. This is [HN77, 4:1 Prop. (3)].

3. The subcategory where the counit γ vN(E) → E is an isomorphism is closed
under colimits: Both sides are the same vector space and the counit really is the
identity as a vector space homomorphism. For it to be an isomorphism, we need
id : E → γ vN(E) to be continuous. If E = lim−→Ei and the counit is an isomorphism
for Ei, then this is immediate by commutativity of

Ei γ vN(Ei)

E γ vN(E)

∼=
. (5.27)

The map id : E → γ vN(E) is continuous as the colimit of the continuous maps
id : Ei → γ vN(Ei)→ γ vN(E).

4. Let F ∈ Born be separated, i.e. {0} is the only bounded subspace. Let x ∈ F .
There is a bornivorous disk A that does not contain Kx; otherwise it would be
bounded. We can hence assume x /∈ A. Since A is a neighbourhood of zero, this
shows Hausdorffness of γF . The converse is analogous.

5. This follows from the fact that Mackey-Cauchy sequences in vNE are in particular
Cauchy sequences in E.
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5.3.1 Inner Homs

There is a canonical bornology on the set of all bounded homomorphisms between
bornological spaces F and F ′ that we denote Hom(F, F ′). A set B of such maps is called
uniformly bounded if for all small sets A ⊂ F there is a small A′ ⊂ F ′ with f(A) ⊂ A′

for all f ∈ B. The uniformly bounded sets are the small sets in this bornology. If F ′ is
convex, then Hom(F, F ′) is also convex.
This is of course reminiscent of the compact-open topology.

Proposition 5.22 (Algebraic Tensor-Hom adjunction). The usual tensor-hom adjunction
upgrades to an adjunction in Born:

−⊗ F : Born Born : Hom(F,−)⊥ (5.28)

Proof. We just have to see that boundedness of maps is compatible on both sides. Given
u : F1 ⊗ F → F2 corresponding to a bounded bilinear map F1 × F → F2. Then
û(f1) : F → F2 is indeed bounded since û(f1)(A) = u({f1} × A) is small for any small
A in F . Furthermore û : F1 → Hom(F, F2) is bounded itself: For any small A1 ⊂ F1 we
have that û(A1) is a set of maps satisfying û(a1)(A) ⊂ u(A1 ×A) for all a1 ∈ A1 and the
latter is a small set. Hence û(A1) is uniformly bounded in Hom(F, F2).
Conversely let v : F1 → Hom(F, F2) be bounded. Then f1 ⊗ f 7→ v(f1)(f) is bounded:
Tensor products A1 ⊗ A of small sets generate the bornology on F1 ⊗ F . Now note
that v(A1) is small in Hom(F, F2) since v is bounded. Hence v(A1)(A) is small in F2 by
definition of the bornology on Hom.

5.3.2 Bornological Completions

Definition 5.23. A bornological vector space is separated if 0 is the only small vector
subspace or equivalently if it has a basis of norming disks. It is called complete if it has a
basis of completant disks. 10 Since completant includes norming, complete spaces are
separated.

Proposition 5.24 (Separation). There is a separation functor Sep that is left adjoint to
the inclusion of the full subcategory of separated bornological vector spaces SBorn.

Sep : Born SBorn : ι⊥ (5.29)

The counit Sep ι(F )→ F is always an isomorphism for F separated.
The inclusion is a right adjoint. Hence limits of separated spaces are separated.
It also holds that colimits of separated spaces with injective structure maps are separated.
Subspaces are always separated. Hom(F, F ′) is separated if F ′ is.
A quotient F/F ′ is separated if and only if the subspace F ′ is bornologically closed, that
is γF ′ ⊂ γF is closed. With this in mind, Sep(F ) = F/{0} is given by modding out the
closure of zero in the bornivorous topology.

The proofs can be found in [HN77, Chapter 2:10,2:11].

Remark 5.25. The category of separated convex bornological spaces is bicomplete, i.e.
has all (co)limits. We already showed that all products exist and are separated. Clearly,

10There is an equivalent definition of completeness using Mackey-Cauchy sequences. A sequence is
Mackey-Cauchy if it is bounded (i.e. entirely contained in a disk D) and Cauchy with respect to the
Minkowski functional ‖·‖D. Finally, a bornological space is complete if all Mackey-Cauchy sequences
converge.
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kernels also exist and are separated as subspaces. Cokernels are given by the quotient
by the closure of the image, which is isomorphic to coker(f : F → F ′) ∼= Sep(F ′/ Im(f)).
This shows that all limits and colimits exist.

Proposition 5.26 (Completion). There is a completion functor C that is left adjoint to
the inclusion of the full subcategory of complete bornological vector spaces.

C : Bornseparated CBorn : ι⊥ (5.30)

The counit C(ι(F )) → F is an isomorphism for F complete. The inclusion is a right
adjoint. Hence limits of complete spaces are complete.
The inclusion is also a left adjoint for a different functor [HN77, Chapter 3:4]. Hence, if
a colimit of complete spaces is separated, it is automatically complete.

Remark 5.27. The previous proposition hides the intuitive meaning of a completion. Of
any type of completion we demand that bounded (continuous) maps into a complete space
should extend boundedly (continuously) to the completion. This translates precisely into
being left adjoint for the inclusion. "Extension" should be taken with a grain of salt as
the next remark shows.

Remark 5.28. The adjunction unit F → C(F ) need not be injective! There are cases
where C(F ) = 0 and F is nonzero. See for example exercise 3.E.5 in [HN77].

If a completion exists, it is of course unique up to natural isomorphism since it is a left
adjoint, or, since it has the universal property that any map into a complete bornological
space factors through it. That being said, the particular construction used is not too
important. The quickest way is to note that any separated bornological space F is a
colimit (inductive limit) of normed spaces FD for D ranging through a basis of disks. This
is called the dissection of F . Then the completion of F is the the colimit of the Banach
space completions. The upshot is that bornological spaces are the full subcategory of
inductive systems of Banach spaces with injective structure maps. The following diagram
appears similarly in [Wal18] and packages a lot of the information. Parallel pairs are
adjoint functors.

Ind(SNormk) Born lcs

Ind(Normk) SBorn lcsseparated

Ind(Bank) CBorn lcscomplete

lim γ

diss vN

lim γ

diss vN

lim

diss

Cγ

vN

(5.31)

5.3.3 The complete Tensor Product

We now discuss shortly how to get a tensor product on complete bornological spaces.
The algebraic tensor product with its standard final bornology for F × F ′ → F ⊗ F ′ is a
tensor product on the category of all convex bornological vector spaces.

Lemma 5.29. If F, F ′ are separated, then F ⊗ F ′ is also separated.

Proof. Let S be a bounded subspace and x ∈ S. This must be contained in some convex
hull Conv(D ⊗D′) ⊂ ED ⊗ED′ of disks D,D′. By Hahn-Banach there are functionals
φ, φ′ with ‖φ‖ ≤ 1 and φ⊗φ′(x) 6= 0. Then |φ⊗φ′(

∑
λifi⊗ f ′i)| ≤

∑
λi|φ(fi)||φ(f ′i)| ≤ 1

for fi ∈ D and f ′i ∈ D′ and
∑
λi = 1. Hence |φ ⊗ φ′(λx)| ≤ 1 for all λ ∈ R and hence

x = 0. Thus S = 0 and consequently F ⊗ F ′ is separated.
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As a cumulation of what we proved before we are now ready to do some abstract
nonsense. Define F ⊗̂F ′ := CF ⊗ F ′ to be the complete (bornological projective) tensor
product.

Proposition 5.30 (Tensor-Hom adjunction for complete bornological spaces). There is
an adjunction −⊗̂F a Hom(F,−) on the category of complete convex bornological spaces.
Hom(F, F ′) is complete if F ′ is complete.

Proof. Let F, F1, F2 be complete convex bornological spaces. Then there are natural
isomorphisms:

CBorn(F1⊗̂F, F2) ∼= Born(F1 ⊗ F, F2)
∼= Born(F1,Hom(F, F2))
∼= CBorn(F1,Hom(F, F2))

(5.32)

We used the adjunction − ⊗ F a Hom(F,−), that completion is left adjoint to the
inclusion of complete spaces and F1 ⊗ F is separated. We conclude with the proof that
Hom is complete and so we have the desired adjunction in the full reflexive subcategory
of complete bornological spaces.
Choose a basis {B′j}j∈J of completant disks for F ′ and a basis of disks {Bi}i∈I for F .
Then for any map j : I → J the set Dj = {f : F → F ′|f(Bi) ⊂ B′j(i)} is a uniformly
bounded disk in Hom(F, F ′) and their collection is a basis for the bornology. We want to
show that EDj = span(Dj) = KDj is complete. For this let fn be a Cauchy sequence in
KDj . ‖fn−fm‖Dj < ε translates into (fn−fm)(Bi) ⊂ εB′j(i), i.e. supBi‖fn−fm‖B′j(i) < ε.
This again means that fn|KBi : KBi → KB′j(i) is a Cauchy sequence of continuous linear
operators into a Banach space. By standard functional analysis, there are limiting maps
fi : KBi → KB′j(i) that are the pointwise and uniform limit of fn|Bi . The fi are mutual
extensions since if x ∈ KBi1 ∩ KBi2 , then fi1(x) = limn fn(x) = fi2(x). So denote
the limiting map by f which restricts to fi on KBi. Finally, fn converges to f in the
‖·‖Dj -norm: Choose N large enough such that for n,m ≥ N we have ‖fn − fm‖Dj < ε.
For any x ∈ Bi we get

‖fn(x)− f(x)‖B′
j(i)

= lim
m
‖fn(x)− fm(x)‖B′

j(i)
< ε. (5.33)

Hence (fn − f)(Bi) ⊂ εB′j(i) for all i. But this is equivalent to ‖fn − f‖Dj ≤ ε.

From now on we will work with complete convex bornological spaces F if not stated
otherwise.

Lemma 5.31 (Universal Property). Every bounded multilinear map f : F1 × F2 × · · · ×
Fk → F factors uniquely through a map F1⊗̂ . . . ⊗̂Fk → F . In particular both bracketings
fulfill the universal property, so the tensor product is associative with unique associator
isomorphisms:

αF1F2F3 : F1⊗̂(F2⊗̂F3)
∼=−→ (F1⊗̂F2)⊗̂F3. (5.34)

The following is Theorem 1.91 in [Mey07].

Theorem 5.32. Let V,W be nuclear Fréchet spaces. Then the canonical morphism

vN(V )⊗̂ vN(W )→ vN(V ⊗̂πW ) (5.35)

is an isomorphism.
More generally, let V,W be nuclear LF spaces. Then the canonical morphism

vN(V )⊗̂ vN(W )→ vN(V ⊗̂ιW ) (5.36)

is an isomorphism.
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Remark 5.33. The second statement indeed generalizes the first, since inductive and
projective tensor product agree on Fréchet spaces: Separately continuous maps are
automatically jointly continuous.
Working with the precompact bornology instead of vN the first statement of the theorem
holds for all Fréchet spaces.

Corollary 5.34. We have the following isomorphisms of bornological spaces, where we
view the function algebras with their canonical locally convex structure as Fréchet and LF
spaces respectively equipped with the vN bornology:

C∞(M)⊗̂C∞(N) ∼= C∞(M ×N) and C∞c (M)⊗̂C∞c (N) ∼= C∞c (M ×N) . (5.37)

To summarize:

Proposition 5.35. The category CBorn together with the complete bornological tensor
product ⊗̂ is a cartesian closed K-linear symmetric monoidal category.
It admits all kernels, cokernels, direct sums and products. Hence it is a bicomplete, i.e.
has all limits and colimits.
The functor vN is a monoidal functor on (Frechetnuclear, ⊗̂π).

Let us recall the definition of symmetric monoidal category. A monoidal category C is
a category equipped with a (tensor) product ⊗ : C× C→ C and a unit 1 ∈ C as well as
natural isomorphisms

αA,B,C : (A⊗B)⊗ C
∼=−→ A⊗ (B ⊗ C), λA : 1⊗A

∼=−→ A, ρA : A⊗ 1
∼=−→ A (5.38)

called associator, left and right unit constraint. They are required to fulfill the pentagon
and triangle coherence relations:

((A⊗B)⊗ C)⊗D

(A⊗ (B ⊗ C))⊗D (A⊗B)⊗ (C ⊗D)

A⊗ ((B ⊗ C)⊗D) A⊗ (B ⊗ (C ⊗D))

αABC⊗idD αA⊗B,C,D

αA,B⊗C,D αA,B,C⊗D

idA⊗αB,C,D

(5.39)

(A⊗ 1)⊗B A⊗ (1⊗B)

A⊗B

αA,1,B

ρA⊗idB idA⊗λB
(5.40)

A braiding on a monoidal category is a natural isomorphism

γAB : A⊗B
∼=−→ B ⊗A (5.41)

satisfying the hexagon identities

A⊗ (B ⊗ C) (B ⊗ C)⊗A

(A⊗B)⊗ C B ⊗ (C ⊗A)

(B ⊗A)⊗ C B ⊗ (A⊗ C)

γA,B⊗C

αBCAαA,B,C

γAB⊗idC

αB,A,C

idB⊗γAC

(5.42)
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(A⊗B)⊗ C C ⊗ (A⊗B)

A⊗ (B ⊗ C) (C ⊗A)⊗B

A⊗ (C ⊗B) (A⊗ C)⊗B

γA⊗B,C

α−1
C,A,Bα−1

A,B,C

idA⊗γBC

α−1
A,C,B

γAC⊗idB

. (5.43)

The braiding is called symmetric if γABγBA = idA⊗B. If it is symmetric, it suffices to
show only one of the hexagon identities.

Proof of Proposition 5.35. We fix a choice of completed tensor product satisfying the
universal property. It is functorial by this precise universal property. All bracketings are
uniquely isomorphic by the universal property making all coherence relation diagrams
automatically commutative. The unit is of course the bornological space K ∈ {R,C}.
Similarly the unit constraints are isomorphisms since bilinear maps out of K×A are the
same linear maps out of A. The braiding is the unique isomorphism A⊗̂B → B⊗̂A. Again,
the hexagon diagrams are commutative by the universal property. Similarly, symmetry of
the braiding is another consequence of the universal property.
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5.4 Algebras in symmetric monoidal Categories

We quote the microcosm principle:

[Baez-Dolan] Certain algebraic structures can be defined in any category
equipped with a categorified version of the same structure.

We want to abstain from ad-hoc definitions and develop an abstract framework that allows
more flexibility. Convolution algebras should be algebras in some monoidal category. This
is problematic in locally convex spaces since this category does not have a good monoidal
product and, for the only good candidate ⊗̂π, the convolution algebras we consider are
not algebras in the following sense, since convolution is only separately continuous.

Definition 5.36. An algebra in a monoidal category (C,⊗,1) is an object A together
with a multiplication µ : A⊗A→ A satisfying the associativity relation:

(A⊗A)⊗A A⊗ (A⊗A) A⊗A

A⊗A A

αA,A,A

µ⊗idA

idA⊗µ

µ

µ

(5.44)

A unital algebra is an algebra together with a unit η : 1→ A satisfying the left and right
unit relation:

1⊗A A⊗A A⊗ 1

A

η⊗idA

λA µ
ρA

idA⊗η
(5.45)

Often, unital algebras are referred to as monoid objects. We are using different
terminology to differentiate between unital and nonunital algebras. In the presence of
a symmetric monoidal structure we can define a commutative algebra by requiring the
commutativity of the following diagram:

A⊗A A⊗A

A
µ

γA,A

µ
(5.46)

Definition 5.37. A morphism f : A→ B of algebras in C is required to commute with
µ:

A⊗A A

B ⊗B B

f⊗f

µA

f

µB

(5.47)

A unital morphism between unital algebras additionally satisfies ηB = f ◦ ηA.
We denote the category of algebras in C by Alg(C) and the category of unital algebras
and unital homomorphisms by Alg+(C).

Remark 5.38. We can take an even more abstract viewpoint. Unital algebras are
monoidal functors from the monoidal category Alg+ to C. A unital morphism of unital
algebras is a monoidal natural transformation. From this it easily follows that a monoidal
functor C→ D induces a functor Alg+(C)→ Alg+(D)
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Definition 5.39. Let A ∈ Alg(C). A left A-module is an object M in C with a scalar
multiplication µM : A⊗M →M . It should be associative in the following sense:

(A⊗A)⊗M A⊗ (A⊗M) A⊗M

A⊗M M

αA,A,M

µ⊗idM

idA⊗µM

µM

µM

(5.48)

A unital module over a unital algebra satisfies additionally µM ◦ (η ⊗ idM ) ◦ λ−1
M = idM .

A morphism of left A-modules is a map f : M → N such that f ◦ µM = µN ◦ (idA ⊗ f).
We say that f is A-linear.
We denote the category of left modules over A by Mod(A) and the category of unital left
modules over A by Mod+(A).

Similarly, one defines right modules. Bimodules are equipped with commuting left
and right actions.

Definition 5.40. If A ∈ Alg(C) is an algebra in a symmetric monoidal category, we can
define Aop with the reverse multiplication µ̄ = µ ◦ γA,A.

Now, (unital) right modules are just left modules over Aop. It is also easy to see that
unital A-B-bimodules are just left modules over A⊗Bop. For the latter identification we
really need unitality of the modules and algebras. We denote this bimodule category by
Mod+(A,B) = Mod+(A⊗Bop).

Example 5.41. There is always the initial unital algebra 1 with multiplication induced
from either of the unit constraints. This is the analogue of the base field. We have
Mod+(1) ∼= C.
Similarly, the initial nonunital algebra is 0 with Mod(0) ∼= C.

Suppose C admits finite direct sums. The following shows how to freely adjoin units
to algebras and how to make modules unital.

Lemma 5.42 (Adjunction of a free unit). There is an adjunction:

+ : Alg(C) Alg+(C)⊥ (5.49)

Here A+ is the coproduct A⊕ 1 in C with multiplication as in the diagram:

(A⊕ 1)⊗ (A⊕ 1) (A⊗A)⊕ (A⊗ 1)⊕ (1⊗A)⊕ 1⊗ 1

A⊕ 1 (A⊕A⊕A)⊕ 1

∼=

µ⊕ρ⊕λ⊕λ (5.50)

This means that any algebra homomorphism A→ B to a unital algebra B automatically
extends a unital homomorphism A+ → B.
If A was unital already then A+

∼= A⊕1 as algebras. We then have a canonical isomorphism
of categories induced by the adjunction unit A→ A+.

Mod(A) ∼= Mod+(A+). (5.51)

With the previous notion of bimodules over not necessarily unital algebras A and B,
we now see Mod(A,B) = Mod+(A+ ⊗Bop

+ ).
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Lemma 5.43 (Free-Forgetful adjunction). Let A be a unital algebra in C. The forgetful
functor U : Mod+(A)→ C has a left adjoint F .

F : C Mod+(A) : U⊥ (5.52)

F (C) = A⊗ C

We call the module F (C) the free (unital) A-module generated by C.
If A is nonunital we still get a version of the free-forgetful adjunction.

F : C Mod+(A+) ∼= Mod(A) : U⊥ (5.53)

In this case, we call A+ ⊗ C the free A-module generated by C. Similarly, the free
A-B-bimodule is A+ ⊗Bop

+ ⊗ C.

The proofs of the above lemmata are easy and less enlightening than the statements
themselves.

5.4.1 Balanced Tensor Products and Smooth Modules

Recall that by an additive category we mean a category enriched over Ab admitting all
finite products. It follows from the axioms that finite products and coproducts agree. A
pre-abelian category is additive and has all kernels and cokernels, hence all finite limits
and colimits.

This subsection quickly discusses content that can be found with proofs and in more
detail in [Mey07, A.2.6]. Self-induced algebras and smooth modules were introduced
in [Mey11] and [Grø96]. Fix a pre-abelian symmetric monoidal category C. Given algebras
A,B,C ∈ C as well as M ∈ Mod(A,B) and N ∈ Mod(B,C) we can form the balanced
tensor product

M ⊗B N = coker
(
M ⊗B ⊗N µM⊗idN−id⊗µN−−−−−−−−−−−→M ⊗N

)
. (5.54)

In terms of elementary tensors, the map is given by m ⊗ b ⊗ n 7→ m.b ⊗ n −m ⊗ b.n.
Similarly, the balanced internal HomA is given as

HomA(M,N) = ker

(
Hom(M,N)

µ∗M−µN∗−−−−−−→ Hom(A⊗M,N)

)
. (5.55)

The maps in this kernel are just those satisfying f(a.m) = a.f(m). There is the following
general adjointness relation.

HomA,C(M ⊗B N,X) ∼= HomA,B(M,HomC(N,X)) . (5.56)

Definition 5.44. An algebra A is called self-induced if multiplication induces an isomor-
phism A⊗A A ∼= A.
If A is self-induced, M ∈ Mod(A) is called smooth if scalar multiplication induces an
isomorphism A⊗AM ∼= M . Denote the resulting full subcategory of smooth modules by
SMod(A).

For a self-induced algebra A there is a smoothening functor

S = SA : Mod(A)→ SMod(A)

M 7→ A⊗AM
(5.57)

which is right adjoint to the inclusion SMod(A)→ Mod(A).
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Lemma 5.45. 1. S is idempotent.

2. S is right adjoint to the inclusion SMod(A) → Mod(A). Scalar multiplication is
the adjunction unit SM →M .

3. S is left adjoint to the roughening functor R = HomA(A,−).

Proof. First note that A⊗A ⊗AM ∼= A⊗AM by the associativity isomorphisms.
Scalar multiplication SN = A⊗A N → N induces a natural isomorphism

HomA(M,SN)
∼=−→ HomA(M,N) (5.58)

where the inverse is given by applying the functor S and using SM ∼= M .

SM SN

M N

∼= (5.59)

The last claim follows from the more general Equation (5.56).

Any A-B-bimodule M induces M ⊗B − : Mod(B)→ Mod(A). If M is smooth as a
left A-module it maps Mod(B)→ SMod(A) and consequently induces a functor between
smooth modules:

A⊗A (M ⊗B N) ∼= (A⊗AM)⊗B N ∼= M ⊗B N (5.60)

There is a natural isomorphism M ⊗B − ∼= SB(M)⊗B − : SMod(B)→ SMod(A):

M ⊗B N ∼= M ⊗B (B ⊗B N) ∼= (M ⊗B B)⊗B N (5.61)

Hence, we will assume that M is smooth as a left A- and as a right B-module.
A C-functor is a functor Φ for which naturally Φ(M ⊗N) ∼= Φ(M)⊗N and satisfying
some coherence relations. The following is Proposition 5.6 in [Mey11].

Proposition 5.46 (Eilenberg-Watts). A functor Φ : SMod(B) → SMod(A) is of the
form M ⊗B − if and only if it is a C-functor and preserves cokernels. M ∈ SMod(A,B)
is unique up to natural isomorphism.

Proof. Let Φ satisfy the hypotheses. Then Φ(B) ∈ SMod(A) is also a right B-module via

Φ(B)⊗B ∼= Φ(B ⊗B)
Φ(µB)−−−−→ Φ(B). We now show that there is a natural isomorphism

Φ(N) ∼= Φ(B) ⊗B N . Spelling out the balanced tensor product, N ∈ SMod(B) means
that the multiplication induces

coker(B ⊗B ⊗N → B ⊗N)
∼=−→ N . (5.62)

Hence there is a chain of natural isomorphisms

Φ(N) ∼= Φ(coker(B ⊗B ⊗N → B ⊗N)) ∼= coker(Φ(B ⊗B ⊗N)→ Φ(B ⊗N))
∼= coker(Φ(B)⊗B ⊗N → Φ(B)⊗N)
∼= Φ(B)⊗B N .

(5.63)

By construction, M = Φ(B) is unique up to natural isomorphism.
Conversely, it is easy to see that M ⊗B − is a C-functor. It preserves cokernels since it is
a left adjoint to SHomA(M,−).
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The following provides a characterisation of unitality in module theoretic terms. It
appears in [Mey11, Prop. 3.5].

Lemma 5.47. An algebra A is rough as a left A-module, i.e. A ∼= HomA(A,A) via the
natural map if and only if A is unital.

Proof. If A is unital, the natural map A→ HomA(A,A) has an inverse by looking at the
image of the unit. If conversely this natural map is an isomorphism, we have

Hom(1, A)
∼=−→ Hom(1,HomA(A,A)) ∼= HomA(A,A) . (5.64)

The map idA on the right hand side is thereby associated to a map η : 1→ A that thus
fulfills idA = µ ◦ (idA ⊗ η). We hence have a right unit. To see that it is also a left unit
we can compose µ ◦ (η ⊗ idA) : A → A with A → HomA(A,A). The composite is just
A→ HomA(A,A) since η is a right unit using associativity of the multiplication. Hence
A indeed has a unit.

5.4.2 The Morita Bicategory of smooth Algebras

For classical unital k-algebras there is a 2-category Algbi
k with objects unital k-algebras

and 1-morphisms A-B-bimodules (regarded as a morphism B → A) and as 2-morphisms
bimodule homomorphisms. Composition is given by tensoring over the intermediate
algebra. The classical Eilenberg-Watts theorem shows that this is equivalent to the
2-category with objects Mod(A) with 1-morphisms the colimit-preserving functors and
natural transformations as 2-morphisms.
We will now set up an analogue of this for self-induced algebras and smooth modules.
We start with a pre-abelian symmetric monoidal category C. We will define a 2-category
SAlgbi(C) as follows: The objects are self-induced algebras. The 1-morphisms are smooth
bimodules, i.e. SAlgbi(A,B) = SMod(B,A). The 2-morphisms are bimodule maps.

Proposition 5.48. SAlgbi(C) is a weak 2-category.

Proof. We have already seen that SMod(A,B) is a category. Horizontal composi-
tion is given by tensoring over the intermediate algebra, that is ⊗B : SMod(A,B) ×
SMod(B,C) → SMod(A,C). For each object A we can regard A as an A-bimodule in
SMod(A,A) which acts as an identity up to natural isomorphism A ⊗A M ∼= M and
N ⊗A A ∼= N where the natural isomorphisms are given by scalar multiplication. Finally,
there is an associator (M ⊗AN)⊗B O →M ⊗A (N ⊗B O). It is straightforward to verify
the pentagon relation for the five different bracketings of a composition of four bimodules
M,N,O, P .

Definition 5.49. Two self-induced algebras A,B ∈ Alg(C) are called Morita equivalent
if they are isomorphic in SAlgbi(C), that is if there is a smooth A-B-bimodule P and a
smooth B-A-bimodule Q such that

P ⊗B Q ∼= A and Q⊗A P ∼= B (5.65)

as bimodules over A and B respectively.

Remark 5.50. In the above situation we necessarily have

Q ∼= SHomA(P,A) . (5.66)
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This is a consequence of the following: P ⊗B − : SMod(B)→ SMod(A) is a functor of
module categories and always has a right adjoint:

HomA(P ⊗B M,N) ∼= HomB(M,HomA(P,N)) ∼= HomB(M,SHomA(P,N)) (5.67)

Since Q⊗A − is the inverse up to natural isomorphism it is also a right adjoint. Hence,
Q⊗A − ∼= SHomA(P,−) naturally by uniqueness of adjoints. Plugging in A yields the
claim.

5.4.3 Homological Algebra

We still work with a symmetric monoidal pre-abelian category C.

Remark 5.51. All categories we treated so far are even quasi-abelian. A proof for Born
is in [PS01]. There are natural model structures on quasi-abelian categories. However,
we will not use this notion or the resulting theory in the sequel. The structure of exact
category that one gets this way even differs from our choice, c.f. [Mey04]. For us, it is
important that free modules are projective.

Fix a pre-abelian symmetric monoidal category C and A ∈ Alg(C).

Definition 5.52. A strict epimorphism of A-modules M � N is a homomorphism that
admits a section N →M which is not necessarily A-linear.
An A-module P is projective if it lifts along all strict epimorphisms, i.e. for any P → N
and M � N there is a lift making the diagram commute:

M

P N

(5.68)

Example 5.53. Free modules are projective. Let a lifting problem be given:

M

F (C) N

π

f

(5.69)

Let σ : N → M be a section. C → F (C) is just the adjunction counit. Then the map
C →M induced by commutativity will not be A-linear but we can use the adjunction to
get an A-linear lift F (C)→M :

M

C F (C) N

π
∃!
f

σ (5.70)

Lemma 5.54 (Classification of projective modules). Let P be a module over A. The
following are equivalent:

1. P is projective.

2. Every strict epimorphism M � P splits.
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3. P is a direct summand of a free module.

Proof. If P is projective and M � P then there exists a lift of the identity id : P → P .
This is the desired splitting.
Consider the identity of P . Using the adjunction unit it fits into the following diagram
where we can see P as a direct summand of F (P ) explicitly:

F (P )

P P

(5.71)

Any direct summand E of a projective module Q is projective by the following diagram.

M

E Q E N
id

(5.72)

Since free modules are projective the claim follows.

For the purposes of homological algebra in arbitrary categories we need to replace
exactness by contractibility as follows:

Definition 5.55. A projective (resp. free) resolution of an A-module M is a resolution
of M by a chain complex of projective (resp. free) A-modules Pi, i ∈ N such that the
augmented complex is contractible via a chain homotopy si : Pi → Pi+1, i.e.

di+1si + si−1di = id . (5.73)

0 M P0 P1 P2 . . .
s−1

d0

s0

d1

s1

d2

s2

The homotopies are not A-linear in general, but they need to be morphisms in the ambient
category.

Consequently, a sequence X � Y � Z is short exact if and only if the right map is
split (not necessarily A-linear) and X is the kernel of the right map. This gives us an
exact category structure.

Lemma 5.56 (Existence of Free Resolutions). Any A-module M admits a free (in
particular projective) resolution.

Proof. This is an inductive construction as in the following diagram where we define Pi
to be free/projective such that Pi � ker(di−1) is a strict epimorphism.

ker(d0) . . .

0 M P0 P1 P2 . . .

ker(d1)

d0 d1 d2

(5.74)
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Let s−1 : M → P0 be a section. Then d0s−1 = id, which is Equation (5.73) for i = −1.
Now proceed inductively. The map p0 = id− s−1d0 : P0 → P0 is a projection onto ker(d0).
Hence, ker(d0) is a direct summand of P0. Let σ0 be a section of d1 : P1 � ker(d0).
Extend this by zero to a map s0 : P0 → P1. In formulas this reads

s0 = σ0 ◦ (id− s−1d0). (5.75)

Furthermore

d1s0 + s−1d0 = d1 ◦ σ0 ◦ (id− s−1d0) + s−1d0 = id (5.76)

The induction proceeds in the same fashion. Existence of the si crucially depends on di+1

to be a strict epimorphism onto ker(di), i.e. admitting a section.

Lemma 5.57. Let f : M → N be a homomorphism of modules over A. Let P• →
M,Q• → N be projective resolutions. Then there is an extension of f to a chain map of
augmented complexes. Any two such extensions are chain homotopic.

Proof. Since d0 : Q0 → N is a strict epimorphism and P0 is projective, f ◦ d0 lifts to a
map f0 : P0 → Q0.
Since d1 : Q1 → ker(d0) is a strict epimorphism by Equation (5.73) and P1 is projective
f0 ◦ d1 lifts along d1 to a map f1 : P1 → Q1. Now continue this inductively.

0 M P0 P1 P2 . . .

0 N Q0 Q1 Q2 . . .

f

d0

f0

d1

f1

d2

f2

d0 d1 d2

(5.77)

Suppose we are given two chain maps fi, gi extending f .

0 M P0 P1 P2 . . .

0 N Q0 Q1 Q2 . . .

f

d0

f0 g0

d1

f1 g1

d2

f2 g2

d0 d1 d2

(5.78)

By commutativity, f0 − g0 takes values in ker(d0) and d1 : Q1 → ker(d0) is a strict
epimorphism. Hence, their difference lifts to a map h0 : P0 → Q1 such that

d1h0 = f0 − g0. (5.79)

Going further, f1 − g1 − h0d1 takes values in ker(d1) since

d1 ◦ (f1 − g1 − h0d1) = (f0 − g0) ◦ d1 − d1h0 ◦ d1 = 0. (5.80)

Again we get a lift h1 : P1 → Q2 that then satisfies

d2h1 + h0d1 = f1 − g1 (5.81)

0 M P0 P1 P2 . . .

0 N Q0 Q1 Q2 . . .

f

d0

f0 g0
h0

d1

f1 g1
h1

d2

f2 g2

d0 d1 d2

(5.82)

Corollary 5.58 (Whitehead theorem). Projective resolutions are unique up to chain
homotopy equivalence.

Denote the category of chain complexes of A-modules with morphisms the homotopy
classes of chain maps by Ho(A). The above corollary says that taking projective resolutions
is a functor Mod(A)→ Ho(A). Denote Ho = Ho(1).
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5.4.4 Total Derived Functors

We want to define here the derived functors RHomA,⊗L
A. For our purposes their domain

need not be the entire derived category. The relevant theory for this is covered in detail
in [Mey04]. By the Whitehead theorem, taking projective resolutions provides a functor

Mod(A)→ Ho(A) (5.83)

Hence, define for M,N ∈ Mod(A) and P (M)→M a projective resolution:

RHomA(M,N) := HomA(P (M), N) (5.84)

This is a chain complex and well-defined up to isomorphism in Ho. Similarly for M ∈
Mod(Aop) and N ∈ Mod(A) define:

M ⊗L
A N = P (M)⊗A N (5.85)

By homotopy equivalence of projective resolutions we get functors:

RHomA : Mod(A)op ×Mod(A)→ Ho (5.86)

⊗L
A : Mod(Aop)×Mod(A)→ Ho (5.87)

If there is a forgetful functor C→ Vect or to Ab we can also take cohomology via

ExtA(M,N) := Hn(RHomA(M,N)) (5.88)

TorA(M,N) := Hn(M ⊗L
A N) (5.89)

Since (co)homology is homotopy invariant, these are well-defined abelian groups/vector
spaces up to natural isomorphism. For example, for CBorn, cohomology is taken in Vect.

Remark 5.59. There is a problem one wants to forego by not taking cohomology. One
point is losing data. More important is that the cohomology depends on whether we
quotient out the image Im(d) or its closure. There is no problem if the image is closed,
e.g. in the case of contractible complexes.

5.4.5 Smoothly projective Modules and Quasi-Unitality

Definition 5.60. An algebra A is called quasi-unital if the multiplication A⊗ A→ A
admits sections by a left and by a right A-module homomorphism.

Clearly, this also provides section of the multiplications A⊗A+ → A and A+⊗A→ A.
Note that A is quasi-unital if and only if it is projective as a left and a right module over
itself.

Example 5.61. 1. Any unital algebra A is quasi-unital via the sections a 7→ 1 ⊗ a
and a 7→ a⊗ 1.

2. The bornological algebra C∞c (M) with pointwise multiplication is quasi-unital. To
see this, choose a partition of unity

∑
λ2
i = 1. Then C∞c (M)⊗C∞c (M) ∼= C∞c (M ×

M) and under this identification multiplication is restriction to the diagonal.

σ(f)(x, y) =
∑
i,j

λi(x)f(x)λj(y)

provides a left C∞c (M)-linear section of the multiplication.
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Remark 5.62. Our definition of quasi-unitality does not include approximate units
as the one in [Mey04] for example. They do exist in the groupoid case, but were not
important to any of the proofs, so we chose to omit it.

Note, that if A is quasi-unital, it is in particular self-induced. For the following let
A,B be self-induced algebras in C.

Definition 5.63. A module P ∈ Mod(A) is called smoothly projective if it has the right
lifting property of Diagram 5.68 against all strict epimorphisms of smooth modules.

There is one very special class of projective modules, namely the free ones. We
concluded above that A⊗M is not free and does not have a universal property in general.
We can remedy this situation in the setting of smooth modules.

Lemma 5.64. S(A+) = A. Moreover, S(A+ ⊗M) ∼= A ⊗M and we get a kind of
free-forgetful adjunction for N ∈ RMod(A), i.e. N ∼= HomA(A,N):

HomA(A⊗M,N) ∼= Hom(M,N) (5.90)

Proof. We have the following commutative diagram:

A

A⊗A A A⊗A A+

µ
∼=

µ (5.91)

The lower map is an isomorphism with inverse given by the roof: By commutativity, the
composite is the identity on A ⊗A A. For A ⊗A A+, we can compute the composition
on elements a ⊗ (b, λ). Going around the triangle, let a(1) ⊗ a(2) ∈ A ⊗A A with
µ(a(1) ⊗ a(2)) = ab+ λa. Then the inclusion at the bottom maps to

a(1) ⊗ (a(2), 0) = a(1)a(2) ⊗ (0, 1) = ab+ λa⊗ (0, 1)

= a⊗ (b, 0) + a⊗ (0, λ) = a⊗ (b, λ) .
(5.92)

Hence, going around the triangle is indeed the identity and S(A+) ∼= A. The rest of the
statement follows formally from the fact that S is a left adjoint to R.

Lemma 5.65. If A is quasi-unital, then a module is smoothly projective if and only if it
is projective.

Proof. Let P ∈ SMod(A) be smoothly projective. Then A⊗ P � P splits and hence P
is a direct summand of the smoothly free module A ⊗ P . But A is a direct summand
of A+ ⊗A. Hence, P is a direct summand of the free module A+ ⊗A⊗ P . This shows
projectivity.

Lemma 5.66. Let A,B be quasi-unital algebras. Let Q ∈ SMod(A,B). Then Q ⊗B −
preserves smoothly projective modules if and only if Q is smoothly projective as a left
A-module.

Proof. Since Q⊗BB ∼= Q this is a necessary condition. Let now Q be smoothly projective.
Q is a direct summand of A⊗Q as an A-module. Any smoothly projective B-module P is
a direct summand of B⊗P . Then Q⊗B P is a direct summand of Q⊗B B⊗P ∼= Q⊗P .
This again is a direct summand of the smoothly free module A⊗Q⊗ P . Hence, Q⊗B P
is projective.
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For arbitrary bimodules P ∈ SMod(A,B) it is not clear that Q⊗B − preserves the
exact category structure, i.e. that it maps strict epimorphisms to strict epimorphisms
and kernels to kernels.

Lemma 5.67. Let A,B be quasi-unital algebras.

1. If P ∈ SMod(A,B) is projective as a right B-module, P ⊗B − maps strict epimor-
phisms to strict epimorphisms.

2. If P ∈ SMod(A,B) and Q ∈ SMod(B,A) induce a Morita equivalence between A
and B then P ⊗B − maps kernels to kernels.

Proof. Let P be projective as a right B-module. Then P is a direct summand of P ⊗B.
Let f : M � N be a strict epimorphism and s : N →M a linear section. Going around
the following diagram gives a linear section of id⊗ f : P ⊗B M → P ⊗B N .

P ⊗M P ⊗B ⊗B M P ⊗B M

P ⊗N P ⊗B ⊗B N P ⊗B N

id⊗f

∼=
id⊗µM

id⊗fid⊗s

∼=
id⊗µN

(5.93)

Hence, P ⊗B − preserves strict epimorphisms.
Let now P,Q be a Morita equivalence. Then P ⊗B − is an equivalence of categories. Let
f : M → N be a homomorphism of B-modules. Then ker(f) is the limit or pullback of
the diagram M → N ← 0. Since P preserves limits, P ⊗B ker(f) ∼= ker(id⊗ f).

Lemma 5.68. Let A,B be quasi-unital. Let P ∈ SMod(A,B) and Q ∈ SMod(B,A) be
bimodules inducing a Morita equivalence between A and B. Assume additionally that
P,Q are projective as right modules. Then P,Q map projective resolutions to projective
resolutions.

Proof. Note that under these conditions, P maps projectives to projectives, kernels to
kernels and strict epimorphisms to strict epimorphism. This means it preserves admissible
short exact sequences. A resolution is a resolution if and only if the constituent short
sequences are admissible short exact sequences. Hence, P preserves resolutions.

In the previous situation we say that the quasi-unital algebras A,B are projectively
Morita-equivalent.

Remark 5.69. We do not know whether we could have phrased all of the homological
algebra solely in SMod. The principal problem is that kernels of maps are not necessarily
smooth. Hence, we need to phrase lifting properties with respect to all modules, not just
the smooth ones to obtain Whitehead’s theorem.

5.4.6 The Bar Complex and Quasi-Unitality

The usual proof that the bar complex is acylic crucially uses the unit of the algebra.
There is the notion of H-unitality which means that the bar complex is exact. We are not
content with this, since this does not yield a continuous 11 contraction and hence not a
resolution in our sense. Also, it is not clear in general whether the constituent modules
are projective.

11Of course continuity does not make sense in general. We just have to keep in mind that the contraction
needs to consist of morphisms in the ambient category C.
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Lemma 5.70. If A is quasi-unital, then the following Bar complex (Bar(A), b′) is a
projective resolution of A as an A-bimodule:

. . . (A⊗Aop)⊗A⊗n (A⊗Aop)⊗A⊗n−1 . . . (A⊗Aop)⊗A A⊗Aop 0b′ b′ b′b′

(5.94)
where

b′(a⊗ b⊗ a1 ⊗ · · · ⊗ an) = aa1 ⊗ b⊗ a2 ⊗ · · · ⊗ an

+
n−1∑
i=1

(−1)ia⊗ b⊗ a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an

+ (−1)na⊗ anb⊗ a1 ⊗ · · · ⊗ an−1

(5.95)

and the augmentation µ : A⊗Aop → A is multiplication.
If we rearrange the factors of the tensor product to A ⊗ A⊗n ⊗ A then the differential
takes the easier form

b′(a0 ⊗ · · · ⊗ an+1) =
n∑
i=0

(−1)ia0 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an+1. (5.96)

Proof. Note that the maps b′, µ are A-bimodule homomorphisms. We also get that
A⊗M ⊗Aop is always a projective A-bimodule since it is free if A has a unit or a direct
summand of the free module A+⊗A⊗M ⊗A⊗A+ via the sections of the multiplication.
We are left to show the existence of a contraction of the augmented complex.
Let σ : A → A ⊗ A be a section of the multiplication µ that is also a right A-module
homomorphism. Define s−1 = σ. Then µs−1 = id. Now define sn : A⊗n+2 → A⊗n+3 by

sn(a⊗ b⊗ a1 ⊗ · · · ⊗ an) = a(1) ⊗ b⊗ a(2) ⊗ a1 ⊗ · · · ⊗ an. (5.97)

Here we have used a Sweedler-like notation to write σ(a) =
∑
a(1) ⊗ a(2) = a(1) ⊗ a(2).

Note that this in general will neither be a sum nor a finite sum due to the nature of
completed tensor products. It is just a notational convenience.
Then we arrive at

sn−1b
′(a⊗ b⊗ a1 ⊗ · · · ⊗ an) = (aa1)(1) ⊗ b⊗ (aa1)(2) ⊗ a2 ⊗ · · · ⊗ an

+

n−1∑
i=1

(−1)ia(1) ⊗ b⊗ a(2) ⊗ a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an

+ (−1)na(1) ⊗ anb⊗ a(2) ⊗ a1 ⊗ · · · ⊗ an−1

(5.98)

b′sn(a⊗ b⊗ a1 ⊗ · · · ⊗ an) = a(1)a(2) ⊗ b⊗ a1 ⊗ · · · ⊗ an − a(1) ⊗ b⊗ a(2)a1 ⊗ · · · ⊗ an

+
n∑
i=2

(−1)ia(1) ⊗ b⊗ a(2) ⊗ a1 ⊗ · · · ⊗ ai−1ai ⊗ · · · ⊗ an

+ (−1)n+1a(1) ⊗ anb⊗ a(2) ⊗ a1 ⊗ · · · ⊗ an−1

(5.99)
Then b′s+ sb′ = id using the identities a(1)a(2) = µ(σ(a)) = a and (aa1)(1) ⊗ (aa1)(2) =
σ(aa1) = σ(a)a1 = a(1) ⊗ a(2)a1.

To rephrase the lemma, if A is quasi-unital, then the following augmented bar complex
is contractible:

. . . A⊗n . . . A⊗2 A 0b′ b′ b′ (5.100)
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We call this property strong H-unitality. H-unitality requires this complex to only be
exact in the algebraic sense. (for categories with a forgetful functor to Ab.)

5.4.7 Strong H-unitality for Convolution Algebras

The following is a strengthening of the H-unitality result in [CM01]. Their result states
that for general Lie groupoids, the convolution algebra is H-unital.

Proposition 5.71. For a proper Lie groupoid G, the smooth bornological groupoid con-
volution algebra AG is quasi-unital, i.e. especially strongly H-unital.

Let us also record the following corollary.

Corollary 5.72. For a proper Lie groupoid G, the bar complex Bar(AG) is a projective
resolution as a bimodule over itself.

The place where the proof breaks down generally is the existence of a special function
λ. This cannot be fixed and exists if and only if G is proper.

Proof. We will only construct a left A-linear section of the multiplication. The opposite
section is constructed completely analogously. The proof involves two steps, since the
multiplication can be viewed as the composition of left A-module homomorphisms:

C∞c (G×G) C∞c (G(2)) C∞c (G) = AGι∗ µ (5.101)

Here we identified AG⊗AG ∼= C∞c (G×G) as bornological spaces. The algebra multiplica-
tion is just restriction along the inclusion ι : G(2) ↪→ G2 followed by the fiber integration
given by:

µ : C∞c (G(2)) −→C∞c (G)

F 7−→

[
g 7→

∫
t(h)=g

F (h, h−1g)dh

]
.

(5.102)

Now choose a function λ ∈ C∞(G) with compact support in the fiber direction such that∫
t−1(t(g))

λ(g−1h)dh = 1 ∀g ∈ G. (5.103)

Phrasing the support condition properly, we demand that t : supp(λ)→ G(0) is a proper
map. Such a function λ is only guaranteed to exist for proper groupoids. (Proposition 8.1)
Then define the map σ : AG → C∞c (G(2)) by

σ(f)(g, h) = f(gh)λ(h−1). (5.104)

Indeed, the function σ(f) has compact support in t(suppf) ×G(0) (t−1(s(supp(f))) ∩
supp(λ))−1 and σ is a left AG-linear section for µ:

(µ(σ(f)))(g) =

∫
t(h)=g

f(hh−1g)λ(g−1h)dh = f(g) (5.105)

σ(α ∗ f)(g, h) =

∫
α(k)f(k−1gh)λ(h−1)dk

= (α.σ(f))(g, h)

(5.106)
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The second step is to find a section of ι∗ : C∞c (G × G) → C∞c (G(2)). This is patched
together from local retractions. Consider M ×M G ↪→M ×G.

G

M M

t

id

(5.107)

By Lemma 5.73 we can find for each (x, g) ∈M×MG an open neighbourhood U ⊂M×G
and a retraction r : U → U ∩ (M ×M G) making the following diagram commute:

M ×G ⊃ U M ×M G

M

r

prM prM

(5.108)

Now cover M ×M G by a locally finite covering {Ui}i∈N with a subordinate partition of
unity {χi}i∈N such that each Ui admits a local retraction ri as above. By Equation (5.108)
we can write ri(m, g) = (m, r̃i(m, g)) and t(r̃i(m, g)) = m. Since ri is a retraction,
r̃i(m,h) = h if and only if m = t(h). Now define a section of the restriction by

σ(F )(g, h) =
∑
i

F (g, r̃i(s(g), h))χi(s(g), h). (5.109)

The support of each summand is compact since it is contained in pr1(suppF )×pr2(suppχi).
Only finitely many summands occur for each F , since pr2(suppf) intersects only finitely
many Ui. Hence, σ(F ) has compact support indeed. The section is also continuous
(bounded) since it is locally a finite sum. Clearly, ι∗ ◦ σ = id since r̃i ◦ ι(g, h) = h and the
χi then sum to one. Finally, it is a left AG-module homomorphism:

(α.σ(F ))(g, h) =

∫
α(k)

∑
i

F
(
k−1g, r̃i(s(k

−1g), h)
)
χi
(
s(k−1g), h

)
dk

=
∑
i

∫
α(k)F

(
k−1g, r̃i(s(g), h)

)
dk · χi (s(g), h)

= σ(α.F )(g, h) , ∀α ∈ AG

(5.110)

Lemma 5.73. Let t : N → Z be a submersion and f : M → Z be an arbitrary smooth
map. Then there are local retractions toM×ZN . That is, for every point (m,n) ∈M×ZN
there is an open neighbourhood U in M × N and a retraction r : U → U ∩ (M ×Z N)
making the following diagram commute:

M ×N ⊃ U M ×Z N

M

r

prM prM

(5.111)

Proof. Fix (m,n) ∈ M ×Z N . Then there are local charts on a neighbourhood W of
n ∈ N and t(n) ∈ Z such that t is just Rp+q 3 (x0, x1) 7→ x0 ∈ Rp. Since t is an
open map, V := f−1(t(V )) is open. We can now define U := V ×W → V ×Z W by
(y, x0, x1) 7→ (y, f(y), x1). This is a retraction by construction and also makes the above
diagram commute.
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5.4.8 Bar complex for self-induced Algebras

Let A be self-induced. Then A ⊗ Aop is also self-induced. The enhanced Bar complex
Bar+(A) =

(
(A+ ⊗Aop

+ )⊗A⊗n, b′
)
is a free A+-bimodule resolution of A+ with augmen-

tation given by multiplication. The proof for this is almost verbatim as in Lemma 5.70.
One uses the section

s ((a+ λ)⊗ (b+ µ)⊗ a1 ⊗ · · · ⊗ an) = 1⊗ (b+ µ)⊗ a⊗ a1 ⊗ · · · ⊗ an . (5.112)

See also [Mey07, A.5.2] for a different construction of the Bar complexes.

Lemma 5.74. The smoothening of the enhanced bar complex is the ordinary bar complex.

S Bar+(A) ∼= Bar(A) (5.113)

In particular, Bar(A) is a smoothly projective (even smoothly free) resolution of A as an
A-bimodule.

As shown before, if A is quasi-unital additionally, then Bar(A) is even a projective
resolution.

Proof. The smoothening here is with respect to A⊗Aop. Degreewise we obtain S(A+ ⊗
A⊗n ⊗A+) ∼= A⊗A⊗n ⊗A with the isomorphism induced by the multiplication A+ ⊗A
A
∼=−→ A. An easy computation shows commutativity of the following diagrams:

A⊗A A+ ⊗A⊗n ⊗A+ ⊗A A A⊗A A+ ⊗A⊗n−1 ⊗A+ ⊗A A

A⊗A⊗n ⊗A A⊗A⊗n−1 ⊗A

µ⊗id⊗nA ⊗µ

idA⊗b′⊗idA

µ⊗id⊗n−1
A ⊗µ

b′

(5.114)

This is the desired natural isomorphism of chain complexes S Bar+(A)→ Bar(A).
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5.5 Hochschild Cohomology

The Hochschild cochain complex of an algebra A with values in a bimodule M is the
complex

Cn(A,M) = Hom(A⊗n,M) (5.115)

with differential

df(a1 ⊗ . . . an+1) = a1f(a2 ⊗ · · · ⊗ an+1) +
n∑
i=1

(−1)if(a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an+1)

+ (−1)n+1f(a1 ⊗ · · · ⊗ an)an+1.
(5.116)

When we are working in a cartesian closed (symmetric monoidal pre-abelian) category we
want to be working instead with

Cn(A,M) = Hom(A⊗n,M) . (5.117)

This ensures that we do not lose information (e.g. we can still talk about smooth families
of cochains when working in CBorn). In the particular case of CBorn the cocycles are
identified with k-multilinear bounded maps A×k →M . Note that in particular we consider
only continuous or bounded cocycles. For Vect this reproduces the standard definition
of Hochschild cohomology. When we say “Hochschild cohomology of A” we usually
mean H∗(A,A) as opposed to the functor H∗(A,A∗). The former is more interesting for
deformation theory. The latter is often used in cyclic theory.

We can now formulate a purely algebraic question.

Question 5.75. Is Hochschild cohomology Morita invariant? That is, let A,B ∈ SAlgbi(C)
be Morita equivalent self-induced algebras. Is it true that H∗(A,A) ∼= H∗(B,B) are
isomorphic or that C∗(A,M) ' C∗(A,N) are homotopy equivalent?

5.5.1 The Case of unital Algebras

For the moment we want to assume unitality of A. Then we can consider the Hochschild
cohomology complex C∗(A,M). It is easy to use now the free-forgetful adjunction:

Hom(A⊗n,M) ∼= HomA⊗Aop(A⊗Aop ⊗A⊗n,M)
∼= HomA⊗Aop(Bar(A)n,M)

(5.118)

As we compute below, the differentials agree. Since Bar(A) is a projective resolution, the
cohomology of the complexes computes the derived functor Ext. To phrase this differently
- without taking cohomology of RHom - any projective resolution is homotopy-equivalent
to Bar(A) and hence can be used instead for computation of RHomA⊗Aop(A,M). We
record:

Proposition 5.76. For unital algebras A, we have Cn(A,M) ' RHomA⊗Aop(A,M) and
Hn(A,M) ∼= ExtnA⊗Aop(A,M).

5.5.2 The Case of nonunital Algebras

We have to make a couple of new definitions here. From now on we do not assume A to
have a unit. Recall the enhanced bar complex Bar+(A) which is given by A+⊗A⊗n⊗A+

in degree n. Using the forgetful free adjunction again we arrive at:

Hom(A⊗n,M) ∼= HomA+⊗Aop
+

(A+ ⊗Aop
+ ⊗A⊗n,M) ∼= HomA+⊗Aop

+
(Bar+(A),M)

(5.119)
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A short computation shows that the differentials agree: For f : A⊗n → M denote by
f̂ : A+ ⊗A⊗n ⊗A+ →M the A+-bilinear map from the adjunction that is given by

f̂(a0, . . . , an+1) = a0f(a1, . . . , an)an+1 . (5.120)

d̂f(a0, . . . , an+2) = a0df(a1, . . . , an+1)an+2

= a0a1f(a2 ⊗ · · · ⊗ an+1)an+2

+

n∑
i=1

(−1)ia0f(a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an+1)an+2

+ (−1)n+1a0f(a1 ⊗ · · · ⊗ an)an+1an+2

= f̂(a0a1 ⊗ a2 ⊗ · · · ⊗ an+2)

+

n∑
i=1

(−1)if̂(a0 ⊗ a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an+1 ⊗ an+2)

+ (−1)n+1f̂(a0 ⊗ a1 ⊗ · · · ⊗ an ⊗ an+1an+2)

= f̂(b′(a0 ⊗ · · · ⊗ an+2))

(5.121)

Hence, Hochschild cohomolog computes the derived functors RHom or Ext.

Proposition 5.77. For nonunital A we have

C∗(A,M) ∼= RHomA+⊗Aop
+

(A+,M) (5.122)

Hn(A,M) ∼= ExtnA+⊗Aop
+

(A+,M) (5.123)

To relate this to the previously discussed unital algebras A, note that A+
∼= A⊕ 1 as

algebras and as A+-bimodules. Therefore 1 is a projective A+-bimodule if A is unital.
Also free unital A-bimodules are still projective as A+-bimodules. Hence Bar(A)⊕ 1 is a
projective resolution of A+ by bimodules, where we interpret 1 as a complex concentrated
in degree zero. As such it must be homotopy equivalent to Bar+(A). Also having a unit
enforces

HomA+⊗Aop
+

(1,M) = 0, (5.124)

since we are dealing with the trivial A-action on 1 and f(λ) = f(λ)·1 = f(λ·1) = f(0) = 0.
Hence

HomA+⊗Aop
+

(Bar+(A),M) ' HomA+⊗Aop
+

(Bar(A),M)⊕HomA+⊗Aop
+

(1,M)

∼= HomA+⊗Aop
+

(Bar(A),M) .
(5.125)

Henceforth we will drop the +-subscript in the Hom-sets, i.e. we will write HomA =
HomA+ . This is consistent with the fact that A-module homomorphisms are the same as
A+-module homomorphisms.

5.5.3 The Case of self-induced and quasi-unital Algebras

Similarly to having a unit, being self-induced or even having a quasi-unit also further
simplifies matters.

Lemma 5.78. If A is self-induced and M ∼= RM is a rough bimodule, we have

C∗(A,M) ∼= HomA⊗Aop(Bar(A),M) = RHomA⊗Aop(A,M) (5.126)
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Proof. We only use natural isomorphisms discussed above and the adjointness of smoothen-
ing and roughening:

C∗(A,M) ∼= HomA⊗Aop(Bar+(A), RM)
∼= HomA⊗Aop(S Bar+(A),M)
∼= HomA⊗Aop(Bar(A),M) .

(5.127)

Theorem 5.79. Let A,B be projectively Morita equivalent quasi-unital algebras. Let
M ∼= RM be a rough A-bimodule such that also Q⊗AM ⊗AP is a rough B-bimodule. Let
P ∈ SMod(A,B) and Q ∈ SMod(B,A) be the projective bimodules inducing the Morita
equivalence P ⊗B Q ∼= A and Q⊗A P ∼= B. Then their Hochschild cochain complexes with
values in the rough bimodule are homotopy-equivalent.

C∗(A,M) ' C∗(B,Q⊗AM ⊗A P ) (5.128)

In particular, their Hochschild cohomology with values in M is isomorphic.

A similar theorem can be found - purely algebraically and for Hochschild homology -
in [Lod98, Theorem 1.2.7].

Proof. Under the assumptions above Bar(A) and Bar(B) are projective bimodule resolu-
tions of A and B respectively by Lemma 5.70 and we know that P ⊗B Bar(B)⊗B Q is
a projective resolution of A as an A-bimodule by Lemma 5.68 and hence is homotopy-
equivalent to Bar(A).

HomA⊗Aop(Bar(A),M) ' HomA⊗Aop(P ⊗B Bar(B)⊗B Q,M)
∼= HomB⊗Bop(Bar(B), Q⊗AM ⊗A P )

(5.129)

We used the adjointness HomA⊗Aop(P ⊗B K ⊗B Q,N) ∼= HomB⊗Bop(M,Q⊗A L⊗A P )
that holds for smooth bimodules. Finally, we know that since A is a smooth A-bimodule
and A is self-induced we can use the above lemma. All these natural isomorphisms
together yield C∗(A,M) ' C∗(B,Q⊗AM ⊗A P ).

If A, B have units, then all bimodules are rough and smooth. In particular, for
M = A, we get C∗(A,A) ' C∗(B,B). However, we have shown in Lemma 5.47 that A is
rough as an A-bimodule if and only if it has a unit. Hence, the previous result does not
apply to C∗(A,A) in this case.
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5.5.4 Low Degrees of H∗(A,A)

This section revisits classical well-known results on Hochschild cohomology.
We first consider degree zero. There is a natural isomorphism C0(A,A) = Hom(1, A) ∼=

A induced by the free-forgetful adjunction by which element a ∈ A (a map from the
terminal object to A). The differential of this is the commutator [a,−] as an operation
A→ A. This differential vanishes if and only if a commutes with all other elements, i.e.
lies in the center Z(A).

H0(A,A) ∼= Z(A) . (5.130)

Now consider degree one. A cochain in C1(A,A) is a morphism F : A → A. It is a
cocycle if and only if

df(a, b) = af(b)− f(ab) + f(a)b = 0 ∀a, b ∈ A . (5.131)

Hence, cocycles are the derivations Der(A). Note that these derivations need to be
morphisms in the ambient category, i.e. bounded, continuous, etc.. Sometimes this is
automatic, e.g. by locality from the Leibniz rule. Degree 1 coboundaries are commutators,
which we refer to as inner derivations InnDer(A). All in all, the degree 1 Hochschild
cohomology are outer derivations.

H1(A,A) ∼= OutDer(A) = Der(A)/ InnDer(A) . (5.132)

For degree 2 we need some definitions.

Definition 5.80. An extension E of an algebra A consists of a short exact sequence
of A-bimodules, i.e. I ∼= ker(π) and E � A is a strict epimorphism and an algebra
homomorphism.

I E Aι π (5.133)

If there is a section σ which is an algebra homomorphism then the extension is called
split. The extension is called square-zero if I · I = 0.

Fix a square-zero extension. Note first that I becomes an A-bimodule by multiplication
in E by any chosen section σ : A → E. Since the extension is square-zero, this is
independent of the choice of section. Furthermore, corresponding to any section σ we
have an associated cocycle in C2(A, I):

c : A⊗A→ I

c = ι−1 ◦ (µE ◦ (σ ⊗ σ)− σ ◦ µA)
(5.134)

Here we use that the factored map ι : I → ker(π) is an isomorphism and that the
difference in parentheses indeed factors through the kernel. If σ′ is a different section,
then α = ι−1 ◦ (σ − σ′) defines a map α : A→ I with

c− c′ = ι−1 ◦
(
µE(σ ⊗ σ − σ′ ⊗ σ′)− (σ − σ′) ◦ µA

)
= ι−1 ◦

(
µE(σ ⊗ (σ − σ′) + µE((σ − σ′)⊗ σ′))− (σ − σ′) ◦ µA

)
= µI ◦ (idA ⊗ α)− α ◦ µA + µI ◦ (α⊗ idA) = dα .

(5.135)

We record:

Lemma 5.81. Any two extensions are isomorphic if and only if their cocycles are in the
same cohomology class in H2(A, I). Hence, Hochschild cohomology classifies square-zero
algebra extensions.
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5.5.5 Smooth Deformations of Multiplication

If A ∈ CBorn, we say that {µt : t ∈ (−ε, ε)} is a smooth family of multiplications on A, if
(A,µt) is an algebra for all t and if the map

µ : t 7→ Hom(A⊗A,A) (5.136)

is a smooth curve. We let c = d
dt |t=0µt : A⊗ A→ A. 12 The chain rule, applied to the

associativity constraint, together with µ0(x, y) = xy, yields:

0 =
d

dt

∣∣∣∣
t=0

µt(x⊗ µt(y, z))− µt(µt(x, y)⊗ z)

= xc(y ⊗ z) + c(x⊗ yz)− c(x⊗ y)z − c(xy ⊗ z) = dc(x⊗ y ⊗ z).
(5.137)

Two smooth families of multiplications µt, νt are equivalent if there is a smooth family of
isomorphisms φt : A→ A such that φ0 = id and

µt ◦ (φt ⊗ id) = νt ◦ (id⊗ φt). (5.138)

We let α = d
dt |t=0φt. Then the chain rule, together with φ0 = id, yields:

(cµ − cν)(x⊗ y) = xα(y)− α(x)y = (dα)(x⊗ y) (5.139)

All in all we arrive at the following proposition.

Proposition 5.82. Any smooth deformation µt of a bornological algebra defines an in-
finitesimal cocycle cµ. If two deformations are equivalent, their cocycles are cohomologous.

By virtue of Lemma 5.81, any smooth deformation hence defines a square zero
extension.

A→ A⊕A~� A (5.140)

The multiplication is explicitly given by

(x1 + y1~)(x2 + y2~) =

(
x1x2 +

d

dt

∣∣∣∣
t=0

µt(x1, x2)

)
+ (x1y2 + y1x2)~ . (5.141)

12As noted in [KM97, Ch.1.1], the concept of a smooth curve in a locally convex space only depends on
the bornology. That is, the notion of smoothness and the derivative are the ordinary notions in locally
convex spaces, where we e.g. use the bornivorous topology.
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6 Convolution is a 2-Functor

This section aims to establish the following: Morita equivalent groupoids have Morita
equivalent convolution algebras. The first subsection is a kind of sanity check. The
statement should at least be true for manifolds regarded as trivial groupoids and the
Morita equivalent Čech groupoid associated to an open cover. We write down explicit
bimodules that establish the Morita equivalence. This is an instance of the general
2-functoriality which is proven in the subsequent subsection. Hence, the reader may skip
the next subsection and may only review it for context.

6.1 Morita Equivalence for the Čech Algebra

Any manifold M is Morita equivalent as a groupoid to the Čech groupoid associated to an
open cover (Ui)i∈I of M . This is, since the Čech groupoid is the groupoid pullback along
the surjective submersion π : tiUi →M . The associated biprincipal bibundle realizing
this in the 2-category of groupoids and bibundles is the following:

ti,jUij tiUi M

tiUi M

π (6.1)

The convolution algebras are C∞c (M) with the pointwise product on the right and a
subalgebra AČech of the matrix algebra of C∞c (M) on the right. For Φ = (Φi,j) and
Ψ = (Ψij) we have

(Φ ∗Ψ)ij(x) =
∑
k

Φik(x)Ψkj(x) . (6.2)

The biprincipal bibundle induces anAČech-C
∞
c (M)-bimodule. It is C∞c (tUi) =

⊕
iC
∞
c (Ui)

with the actions

(Φ.ϕ)i(x) =
∑
j

Φij(x)ϕj(x) , (6.3)

(ϕ.f)i(x) = ϕi(x)f(x) = (ϕπ∗f)(x) . (6.4)

The opposite bimodule with the same underlying vector space comes with the corre-
sponding AČech-action by right matrix multiplication and the same action by C∞c (M) by
commutativity.
There are natural bilinear pairings given on elementary tensors by:

〈−,−〉AČech
: P ⊗ P op −→ AČech

(ϕ⊗ ψ) 7−→ ϕi(x)ψj(x)
(6.5)

〈−,−〉C∞c (M) : P op ⊗ P −→ C∞c (M)

(φ⊗ ψ) 7−→
∑
i

φi(x)ψi(x) (6.6)

As a bornological space we can compute P ⊗ P ∼=
⊕

i,j C
∞
c (Ui × Uj). The above pairings

extend to this completion via⊕
i,j

∆∗i,j :
⊕
i,j

C∞c (Ui × Uj) −→
⊕
i,j

C∞c (Uij) = AČech (6.7)
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and ⊕
i,j C

∞
c (Ui × Uj)

⊕
iC
∞
c (Ui) C∞c (M)∆∗ Tr . (6.8)

Here ∆i,j : Uij ↪→ Ui × Uj is the diagonal. Importantly, it is a proper map. In the second
diagram, ∆∗ = ⊕i∆∗i,i, which disregards all off-diagonal entries, and Tr((fi)) =

∑
i fi.

Proposition 6.1. The pairings induce isomorphisms of bornological bimodules

P ⊗C∞c (M) P
op −→ AČech (6.9)

P op ⊗AČech
P −→ C∞c (M) (6.10)

Hence, P, P op constitute bornological Morita equivalence bimodules.

The proof is an immediate consequence of the theorem in the next subsection: We only
need to prove functoriality to show that the composition of bimodules is the bimodule
associated to the composition. The composite of P and P op is the identity and is mapped
to the identity bimodule. Let us apply this to M and the open cover consisting of n open
sets, each of which are equal to M . Then, AČech is isomorphic to the n × n-matrices
over C∞c (M) and hence C∞c (M) and Matn×n(C∞c (M)) are Morita equivalent algebras in
SAlgbi(CBorn). This should be familiar for M = pt. In this case C and Matn×n(C) are
Morita equivalent. The bimodule is Cn with the obvious actions.

6.2 Functoriality for Groupoid Bibundles

We work with groupoids and fixed left Haar systems here. Any right principal X-Y -
bibundle Q defines a bornological AX -AY -bimoduleMQ.

X1 Q Y1

X0 Y0

st
lQ rQ

st (6.11)

As a bornological vector space it is given byMQ = C∞c (Q) with the actions

f.ϕ(q) =

∫
t−1(l(q))

f(x)ϕ(x−1.q)dx (6.12)

ϕ.g(q) =

∫
t−1(r(q))

ϕ(q.y)g(y−1)dy (6.13)

We now try to relate the composition of bibundles to the composition of bimodules.

Q ◦R

X1 Q Y1 R Z1

X0 Y0 Z0

lQ◦R rQ◦R

st
lQ rQ

st
lR rR

st

(6.14)

Proposition 6.2. There is a map of AX-AZ-bimodules:

U :MQ ⊗AY MR −→MQ◦R

ϕ⊗ ψ 7−→
[
[q, r] 7→

∫
ϕ(q.y)ψ(y−1.r)dy

] (6.15)

If Y is proper, U is an isomorphism of bornological AX-AZ-bimodules.
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The integral on the right hand side is over t−1(rQ(q)) and this is the only possible
domain where the expression makes sense. It is easy to check that this is independent of
representative [q, r] = [q.y, y−1.r] by invariance of the integral and that indeed U(ϕ.f ⊗
ψ) = U(ϕ⊗ f.ψ) and that U intertwines the actions.

Our method to prove the isomorphism will be to first dissect the involved maps and
then to see that we have a (not necessarily bilinear) section. Then we identify the kernel
of U on the bornological tensor product with the completed image of the elementary
balancing tensors α.y⊗β−α⊗ y.β. That is, we show algebraic exactness of the following
complex of bornological maps:

C∞c (Q× Y ×R) C∞c (Q×R) C∞c (Q ◦R) 0I U (6.16)

Because we have exhibited a section, U factors to a bounded isomorphism of bimodules
on the balanced tensor product coker(I).
The bornological tensor productMQ ⊗MR can be identified with C∞c (Q× R) and U
extends to the map

U(Φ)([q, r]) =

∫
π−1([q,r])

Φ(q.y, y−1.r)dy , (6.17)

which factors as restriction and a fiber integral :

C∞c (Q×R) C∞c (Q×Y0 R) C∞c (Q ◦R)ι∗ π∗ (6.18)

Using Lemma 5.73 again, we see that the first map is a strict epimorphism, i.e. admits a
section. If Y is a proper groupoid we can exhibit a section of the second map:

σ(φ)(q, r) = φ([q, r])Λ(q, r) (6.19)

Here Λ ∈ C∞(Q×R) is a function which fulfills π : supp(Λ)→ Q ◦R is proper and∫
Λ(q.y, y−1.r)dy = 1 . (6.20)

Proof that Λ exists. Let λ ∈ C∞(Y ) be as in 8.1 such that t : supp(λ) → Y0 is proper
and ∫

t−1(s(y′))
λ(y′y)dy = 1 ∀y′ ∈ Y . (6.21)

π : Q×Y0 R→ Q ◦R is a principal Y -bundle with the diagonal action. Consider a cover
{Ui} of Q ◦R over which it trivializes with a subordinate partition of unity {χi}. Then
Ui ×Y0 Y → π−1(Ui) ⊂ Q ×Y0 R is an isomorphism. Denote the inverse Y -equivariant
map by yi : π−1(Ui)→ Y and define

Λ(q, r) =
∑
i

χi([q, r])λ(yi(q, r)) . (6.22)

Let β : Ui → Y0 be the canonical map sending Ui ×Y0 Y0 → Q×Y0 R→ Y0. If K ⊂ Q ◦R
is compact, it will be covered by only finitely many Ui for which χi 6= 0. In π−1(Ui) ∼=
Ui×Y0 Y , χi(u)λ(y) has support in supp(χi)×Y0

(
t−1(β(K ∩ supp(χi)) ∩ supp(λ))

)
which

is compact. This shows properness of π : supp(Λ)→ Q ◦R. Furthermore∫ ∑
i

χi([q.y, y
−1.r])λ(yi(q.y, y

−1.r))dy =

∫ ∑
i

χi([q, r])λ(yi(q, r)y)dy

=
∑
i

χi

∫
λ(yiy)dy = 1 .

(6.23)
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Proof of Proposition 6.2. We already know that there is a section of U . We are left to
show injectivity of U . For this we need to identify the kernel of U in C∞c (Q×R) with
the image of

I : C∞c (Q× Y ×R) −→ C∞c (Q×R)

Ψ 7−→
[
(q, r) 7→

∫
Ψ(q.y, y−1, r)dy −

∫
Ψ(q, y′, y′−1.r)dy′

]
.

(6.24)

We proceed in two steps. First, let Φ ∈ ker(C∞c (Q×R)→ C∞c (Q×Y0 R)) be a function
vanishing on the submanifold. We show that this is already in the image of Equation (6.24).
For this choose Ψ ∈ C∞c (Q× Y ×R) with

Ψ(q, y, r) =

{
Φ(qy, r)λ(y−1) (q, y, r) ∈ Q×Y0 Y ×R
0 (q, y, r) ∈ Q× Y ×Y0 R

, (6.25)

where λ is as in Equation (6.21). This exists since Φ = 0 on Q×Y0 Y ×Y0 R. Then indeed∫
Ψ(q.y, y−1, r)dy −

∫
Ψ(q, y′, y′−1.r)dy′ =

∫
Φ(q, r)λ(y)dy − 0 = Φ(q, r) . (6.26)

The following Lemma 6.3 shows

ker (π∗ : C∞c (Q×Y0 R)→ C∞c (Q ◦R))

= Im ((π1)∗ − (π2)∗ : C∞c (Q×Y0 R×Y0 Q×Y0 R)→ C∞c (Q×Y0 R)) ,
(6.27)

so we now define a map

ˆ: C∞c ((Q×Y0 R×Y0 Q×Y0 R) −→ C∞c (Q×Y0 Y ×Y0 R)

Ξ 7−→
[
Ξ̂(q, y, r) = Ξ(q, y.r, q.y, r)

] (6.28)

By choosing a section of the restriction to the submanifold Q×Y0 Y ×Y0 R ⊂ Q× Y ×R,
we get a composite

C∞c (Q×Y0 R×Y0 Q×Y0 R)→ C∞c (Q× Y ×R) , (6.29)

which satisfies I(Ξ̂)|Q×Y0R = ((π1)∗ − (π2)∗)Ξ, i.e. makes the diagram below commute:[
I(Ξ̂)|Q×Y0R

]
(q, r) =

∫
t−1(rQ(q))

Ξ̂(q.y, y−1, r)dy −
∫
t−1(lR(r))

Ξ̂(q, y′, y′−1.r)dy′

=

∫
t−1(rQ(q))

Ξ(q.y, y−1.r, q, r)− Ξ(q, r, q.y, y−1.r)dy

= [((π1)∗ − (π2)∗)Ξ] (q, r)

(6.30)

0 0

C∞c (Q ◦R)

0 ker C∞c (Q×R) C∞c (Q×Y0 R) 0

Im(I) C∞c (Q×Y0 R×Y0 Q×Y0 R)

U π∗

(π1)∗−(π2)∗

(6.31)

We have seen that the vertical and horizontal sequences are exact. A diagram chase
finishes the proof that ker(U) = Im(I).



76

Lemma 6.3 (Mayer-Vietoris for groupoid principal bundles). Let Y be a proper groupoid.
For any principal Y -bundle π : P → B, the following is exact:

C∞c (P ×B P ) C∞c (P ) C∞c (B) 0
(π1)∗−(π2)∗ π∗ (6.32)

Proof. We have already seen, using a function Λ, that π∗ has a section and is hence
surjective. For the construction of Λ we only used properness of Y and the principality of
the bundle π. Now let f ∈ ker(π∗). Define F (p1, p2) = Λ(p1)f(p2) ∈ C∞c (P ×B P ).

((π1)∗ − (π2)∗)F (p) =

∫
F (p.y, p)− F (p, p.y)dy

=

∫
Λ(p.y)dyf(p)−

∫
f(p.y)dyΛ(p)

= f(p)− 0

(6.33)

Hence, f ∈ im((π1)∗ − (π2)∗).

For the special case of Y being the trivial groupoid associated to a manifold M and
Ui being an open cover of M the space

⊔
i Ui is a principal Y -bundle. The naming of the

previous lemma becomes clearer in this situation.

Lemma 6.4 (Generalized Mayer-Vietoris for compact support). The following sequence
is exact:⊕
i0<···<ip+1

C∞c (Ui0...ip+1)
⊕

i0<···<ip

C∞c (Ui0...ip) . . .
⊕
i

C∞c (Ui) C∞c (M) 0δ δ=Tr

(6.34)
Here (δf)i0...ip =

∑
i fii0...ip with the convention that f...i...j... = −f...j...i....

Lemma 6.5. Let X be a proper groupoid. The AX-moduleMQ is smooth.

Proof. We need to show that left multiplication

AX ⊗AXMQ →MQ (6.35)

is an isomorphism. This follows from Proposition 6.2 with the identity X-X-bibundle for
which AX =MX as AX -bimodules.

X1 X1 X1

X0 X0

st
t s

st (6.36)

Theorem 6.6. The assignment of the bornological convolution algebra to a proper Lie
groupoid is a weak 2-functor:

GrpdBiBunproper −→ SAlgbi(CBorn)

X 7−→ AX
XPY 7−→MP

(6.37)

The moduleMP is projective as a right Y -module. Hence, Morita equivalent proper Lie
groupoids are mapped to projectively Morita equivalent quasi-unital bornological algebras.
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Proof. We have already defined the 2-functor on objects and on morphisms. Part of the
weak 2-functor is also the isomorphism U :MP ⊗AY MQ

∼=−→MP◦Q. We are left to define
the action on 2-morphisms, to show naturality of U and to verify commutativity of the
coherence diagrams.
The category of morphisms between X and Y in the bibundle category consists of
bibundles and biequivariant intertwiners. The biequivariant intertwiners are automatically
isomorphisms. Hence, given such a Φ : P → P ′, we can define Φ∗ : MP → MP ′ via
f 7→ (Φ−1)∗f . The map Φ∗ is easily seen to be an (iso)morphism of AX -AY -bimodules.
It also immediately follows that Φ∗ ◦ Φ′∗ = (Φ ◦ Φ′)∗ and idP ∗ = idMP

. This verifies that
the 2-functor is in particular a 1-functor on the 1-category of bibundle morphism between
two groupoids X,Y .
Now to show naturality of U we let Φ : P → P ′ and Ψ : Q→ Q′. Then there is a map
Φ ◦Ψ : P ◦Q→ P ′ ◦Q′ mapping [p, q] 7→ [Φ(p),Ψ(q)]. The following diagram commutes:

MP ⊗AY MQ MP◦Q

MP ′ ⊗AY MQ′ MP ′◦Q′

U

Φ∗⊗Ψ∗ (Φ◦Ψ)∗

U

(6.38)

[U((Φ∗ ⊗Ψ∗)(α⊗ β))] ([p, q]) =

∫
α(Φ−1(p.y))β(Ψ−1(y−1.q))dy

=

∫
α(Φ−1(p).y)β(y−1.Ψ−1(q))dy

= U(α⊗ β)([Φ−1(p),Ψ−1(q)])

= [(Φ ◦Ψ)∗(U(α⊗ β))] ([p, q]) .

(6.39)

This shows the naturality of U , i.e. that U is a bifunctor. We are left to show coherence.
For a weak 2-functor F these are the following diagrams built from the structure maps.

id ◦ F (f)

F (id) ◦ F (f) F (f)

F (id ◦ f)

F (f) ◦ id

F (f) ◦ F (id) F (f)

F (f ◦ id)

(6.40)

(F (f) ◦ F (g)) ◦ F (h) F (f) ◦ (F (g) ◦ F (h))

F (fg) ◦ F (h) F (f) ◦ F (gh)

F ((fg)h) F (f(gh))

(6.41)

For Y regarded as the identity Y -Y -bibundle we can identifyMY with the smooth AY
identity-bimodule AY . Both are just C∞c (Y ) as a bornological vector space with the same
left and right action by convolution. The left identity coherence diagram then amounts
to showing that U : MP ⊗AY MY →MP◦Y →MP agrees with scalar multiplication
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MP ⊗AY AY →MP . This follows from the following calculation:

U(α⊗ f)([p, id]) =

∫
α(py)f(y−1)dy

= α.f(p) .

(6.42)

The right identity coherence is proved analogously. The last coherence we have to check
is that the different ways of bracketingMP ⊗AY MQ ⊗AZMR →MP◦Q◦R agree. We
calculate:

U(U(α⊗ β)⊗ γ)([[p, q], r]) =

∫
U(α⊗ β)([p, q.z])γ(z−1.r)dz

=

∫ ∫
α(p.y)β(y−1.q.z)γ(z−1.r)dydz

U(α⊗ U(β ⊗ γ))([p, [q, r]]) =

∫
α(p.y)U(β ⊗ γ)([y−1.q, r])dy

=

∫ ∫
α(p.y)β(y−1.q.z)γ(z−1.r)dzdy

(6.43)

The hexagon identity follows from these and the isomorphism P ◦ (Q ◦R)→ (P ◦Q) ◦R
where [p, [q, r]] 7→ [[p, q], r].

Remark 6.7. If we knew that U is an isomorphism on a larger class of groupoids,
the exact same proof would show 2-functoriality for this larger class and not only for
proper groupoids. There is a notion of lax 2-functor that does not require the natural
transformation F (f) ◦ F (g) → F (f ◦ g) to be an isomorphism. This is not useful for
Morita theory.

Left principal X-bundles over a manifold M are the same as X-M -bibundles, when
we regard M as a trivial groupoid. Hence,MP is also defined for just one-sided principal
bundles.

Lemma 6.8. For any left principal X-bundle P , the induced AX-moduleMP is smoothly
projective.
If X,Y are proper and if P is biprincipal, the moduleMP is projective as a left AX-module
and as right AY -module.

Proof. Let X be a groupoid and P a left principal X-bundle. We show that the left
AX -moduleMP = C∞c (P ) is a direct summand of a smoothly free module of the form
AX ⊗B.
Similarly to the usual Serre-Swan theorem, we will reduce to trivial bundles. A trivial
left principal X-bundle over a manifold M is given by pulling back the trivial bundle
X → X0 along any smooth map f : M → X(0):

X X ×s,fX0
M

X0 M

st

f

(6.44)

The left action on this principal bundle is x.(y,m) = (xy,m). Hence, the induced action
onMY = C∞c (X ×X0 M) is:

f.ϕ(y,m) =

∫
f(x)ϕ(x−1y,m)dy , (6.45)
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and it only acts on the first variable. Thus, the restriction ι∗ : C∞c (X×M)→ C∞c (X×X0

M) is AX -linear:

C∞c (X ×M) ∼= C∞c (X)⊗ C∞c (M) C∞c (X ×X0 M)ι∗ (6.46)

There is an AX -linear section of this map. This is completely analogous to Proposition 5.71
and uses the local retraction technique. We choose a locally finite countable covering
{Ui} of X0 ×X0 M ⊂ X0 ×M and retractions ri : Ui → Ui ∩ (X0 ×X0 M) of the form
ri(x,m) = (x, r̃i(x,m)) as in Equation (5.108). Then the desired AX -linear section is

σ(F )(x,m) =
∑
i

F (x, r̃i(x,m))χi(s(x), r̃i(x,m)) . (6.47)

The verification of AX -linearity is completely analogous.
All in all, any such trivial bundle over M is a direct summand of C∞c (X)⊗ C∞c (M).
If P is now any left principal X-bundle over M it will only trivialise over an open cover
{Ui} of M .

X P
⊔
P |Ui

X0 M
⊔
i Ui

st (6.48)

In the depicted diagram the right bundle is trivial and henceM⊔
i P |Ui

=
⊕

iMP |Ui
is

smoothly projective. The inclusions (ιi)∗ : C∞c (P |Ui) ↪→ C∞c (P ) induce the addition map⊕
iMP |Ui

→MP . A partition of unity {χi} subordinate to {Ui} induces a section of
this addition via

C∞c (P )→ ⊕iC∞c (P |Ui)
ϕ 7→ ((χi ◦ π)ϕ) .

(6.49)

These are maps of AX -modules since

((ιi)∗f.ϕ)(p) =

∫
f(x)ϕ(x−1.p)dx = (f.(ιi)∗ϕ)(p) (6.50)

and
f.(χi ◦ π)ϕ(p) =

∫
f(x)χi(π(x−1.p))ϕ(x−1.p)dx

=

∫
f(x)ϕ(x−1.p)dxχi(π(p))

= (f.ϕ)(p)(χi ◦ π)(p)

(6.51)

All in all, C∞c (P ) = MP is a direct summand of
⊕

iC
∞
c (P |Ui) = M⊔

i P |Ui
. We have

already seen that the latter is smoothly projective and henceMP is smoothly projective,
i.e. a direct summand of AX ⊗B. If AX is quasi-unital, then this is equivalent toMP

being projective and this is the case for all proper X.

Example 6.9. Let G⇒M be a transitive proper groupoid. Then G is Morita equivalent
to its compact isotropy Lie group Gxx = s−1 ∩ t−1(x) at any point via the bibundle

G s−1(x) Gxx

M {x}
t

(6.52)

Hence, AG and AGxx are Morita equivalent.
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Example 6.10. A special case of the following is the free action of G on itself. This
yields the action groupoid we will conveniently name EG since its geometric realization
has a free G-action and is contractible. Then, the isotropy group is trivial and AEG ' C.

Example 6.11. Let M be a manifold with open cover {Ui}. The canonical groupoid
homomorphism from the Čech groupoid

⊔
Uij ⇒

⊔
i Ui to M ⇒M is a Morita morphism.

The convolution algebras AČech and C∞c (M) are Morita equivalent.

The previous lemma shows that in the situation of Morita equivalent proper Lie
groupoids, the bimodules giving the Morita equivalence of convolution algebras even
constitute a projective Morita equivalence. The previous reasoning can be summarized in
a table:

Morita equivalent proper Lie groupoids G, H

projectively Morita equivalent, quasi unital convolution algebras AG, AH

Morita equivalent bar complex resolutions Bar(AG) and Bar(AH)

Naturally homotopy equivalent derived functors RHomA⊗Aop(A,−)

homotopy equivalent Hochschild cochain complexes

2-functoriality, Theorem 6.6

homotopy equivalence of projective
resolutions and Lemma 5.68

e.g. for rough bimodules, Theorem 5.79

The following is an example of how this is useful in practice. This was actually the
main motivation for developing an abstract formalism.

Example 6.12. Suppose Γ is a finite group acting on the compact manifold M . Assume
furthermore that the action is free. ThenM/Γ exists. The action groupoid ΓnM ⇒M has

a unital convolution algebra AΓnM with unit δe(γ,m) =

{
1 γ = e

0 else
. The action groupoid

is Morita equivalent to the manifoldM/Γ⇒M/Γ. The latter also has a unital convolution
algebra. Hence, combining all our results so far, we obtain a homotopy equivalence of
the Hochschild cochain complexes C∗(AΓnM ,AΓnM ) and C∗(C∞(M/Γ), C∞(M/Γ)). We
will show that the latter is homotopy equivalent to the cochain complex of multivector
fields with zero differential in the following chapter. All in all:

(C∗(AΓnM ,AΓnM ), d) ' (X∗(M/Γ), 0) . (6.53)

It would be great to extend this to Γ any compact Lie group. The problem arises only
through nonunitality and the limitations of Theorem 5.79.
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7 Applications

This section explores how to compute the Hochschild cohomology of special convolution
algebras using the underlying bornological theory of the previous chapters. We first prove
a strong formality version of the HKR theorem in Section 7.2 computing Hochschild
cohomology for the algebra of smooth functions, partially based on [Con85]. Later,
in Section 7.3, based on [NPPT06], we will do this equivariantly and compute the
Hochschild cohomology for the convolution algebra of a proper étale action groupoid.
In the case where the quotient by the group action exists, we then have two ways to
compute Hochschild cohomology. Using the result on 2-functoriality and the result on
the Hochschild cohomology of Morita equivalent algebras plus the HKR theorem. We
see that both methods agree. Finally, we can also explicitly characterise the image of
deformation cohomology inside the Hochschild cohomology under the map Φ in this case.

7.1 Koszul Resolution

We start with an algebraic example to motivate the smooth version later. Consider the
polynomial algebra C[X]. Then we have a projective resolution as a C[X,Y ]-module.

0 C[X] C[X,Y ] C[X,Y ] 0∆∗ −·(X−Y )
(7.1)

Here ∆∗ is given by setting X = Y . By Taylor’s theorem, a function vanishing for X = Y
is in the image of multiplication by (X−Y ), a function that vanishes only on the diagonal.
This so-called Koszul resolution generalizes well, even to the smooth/bornological setting.

7.2 Smooth Koszul Resolution and HKR

This paragraph is a more detailed version of Connes’ work [Con85]. Consider a compact
manifold M . We will introduce a projective resolution of the complex Fréchet algebra
C∞(M) as a C∞(M)-bimodule, i.e. as a C∞(M) ⊗ C∞(M)op-module. 13 Note that
C∞(M) is commutative and hence C∞(M)op = C∞(M). Furthermore we can identify
C∞(M ×M) ∼= C∞(M)⊗ C∞(M). The action of C∞(M ×M) on C∞(M) is given by
multiplication by the pullback along the diagonal ∆ : M →M ×M as we can calculate
on elementary tensors:

f1⊗f2.g = f1gf2 = (f1f2)g = ∆∗(f1⊗f2)g ∀f1, f2 ∈ C∞(M), g ∈ C∞(M×M) (7.2)

What is hence needed is a projective resolution of C∞(M) as a C∞(M ×M)-module
acting via pullback along the diagonal embedding. We will slightly generalize this situation
to an arbitrary submanifold S ⊂M . We now start our setup:

Definition 7.1. Let V → M be a vector bundle with local coordinates (xi, vi). The
Euler vector field of V is Ev = vi ∂

∂vi

∣∣
v
.

The flow of the Euler vector field V is Φs(v) = esv. This in particular shows why E is
well-defined, regardless of the choice of coordinates. For convenience we will also consider
the flow Ψs(v) = sv.

Let ι : S ↪→ M be a non-empty embedded submanifold, M connected. Then, the
restriction ι∗ : C∞(M)→ C∞(S) is a homomorphism of Fréchet algebras making C∞(S)

13Here, ⊗ is the complete bornological tensor product which agrees with the projective tensor product
⊗̂π.
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into a module over C∞(M). To have a projective resolution of this module over C∞(M)
we use some geometric constructions. Let θ : NS → M be a tubular neighbourhood
embedding for the normal bundle of S. Let Ũ be a star-shaped neighbourhood of the zero
section that is mapped diffeomorphically by θ to an open subset U ⊂ M containing S.
Also fix a smooth bump function χ : M → [0, 1] that is identically 1 in a neighbourhood
of S and supp(χ) ⊂ U . For V = supp(χ)c, we then have U ∪ V = M and {χ, 1− χ} is a
partition of unity subordinate to this cover.

Proposition 7.2. There is a complex Euler-like vector field X on M such that we have
a projective resolution of locally convex or bornological C∞(M)-modules:

C∞(S) C∞(M) Ω1(M) Ω2(M) . . .ι∗ iX iX (7.3)

The zero locus of X is precisely S.

Proof. We will need to construct X. Note also that, as in the proof of Lemma 5.56, it is
enough to construct continuous sections ker(di)→ Pi. Firstly, we do have a continuous
section of ι∗ by the tubular neigbourhood since it induces a retraction r : U → S:

s−1 : C∞(S)→ C∞(U)→ C∞(M)

f 7→ r∗f 7→ χr∗f
(7.4)

Now let E be the Euler vector field of the normal bundle NS. Define X1 on U to be
θ-related to E, i.e. (X1)θ(v) = dθv(Ev). Let X2 be a real vector field on M that only
vanishes on S. Such a vector field always exists. Define X = χX1 + i(1 − χ)X2. This
vector field only vanishes on S. We can also find a 1-form α supported in V such that
α(X) = α(iX2) = 1 on U c.
We proceed by treating U, V separately by the partition of unity. If ω ∈ ker(iX) and
supp(ω) ⊂ V then

iX(α ∧ ω) = (iXα) ∧ ω − α ∧ iXω = ω . (7.5)

Now let f ∈ ker(ι∗), which is a function vanishing on the submanifold S. If supp(f) ⊂ U ,
we can argue about θ∗f ∈ C∞(Ũ) ⊂ C∞(NS). Then using dΨs(Ev) = sEsv we get:

f(v) =

∫ 1

0

∂

∂t

∣∣∣∣
t=s

f(tv)ds

=

∫ 1

0
dfsv(Esv)ds =

∫ 1

0
dfΨs(v)(

1

s
dΨs(Ev))ds

= iE

∫ 1

0

1

s
(Ψ∗sdf)vds .

(7.6)

Similarly for a k-form ω ∈ Ωk(NS) that is in ker(iE) we can calculate

iE

∫ 1

0

1

s
Ψ∗sdωds =

∫ 0

−∞
Ψ∗esiEdωds =

∫ 0

−∞
Φ∗sLEωds

=

∫ 0

−∞
Φ∗s

∂

∂t

∣∣∣∣
t=0

Φ∗tωds =

∫ 0

−∞

∂

∂t

∣∣∣∣
t=s

Φ∗tωds

= Φ∗0ω = ω ,

(7.7)

where we used that Ψes = Φs, dΦs(E) = E, Cartan’s magic formula LEω = iEdω+diEω =
iEdω and the definition of the Lie derivative. Note that Φ−∞ = Ψ0 is multiplication by
zero and hence has zero differential making the pullback trivial. Also, the original integral
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on the left hand side is well-defined and depends continuously on ω since the differential
dΨs is multiplication by s, thus making it non-singular.

Putting everything together for k ≥ 0 we can define

sk : ker(iX) ⊂ Ωk(M)→Ωk+1(M)

ω 7→
∫ 1

0

1

s
(θΨsθ

−1)∗(χω)ds+ (1− χ)α ∧ ω .
(7.8)

The previous calculations show that it is indeed a continuous or, equivalently, bounded
section of iX . Since by Lemma 7.8 modules of sections of bundles are projective, we are
done.

In the following particular case, we can choose a special tubular neighbourhood
embedding allowing us to add a condition on the Euler-like vector field X.

Corollary 7.3. The diagonal embedding ∆ : M →M×M induces a resolution of C∞(M)
as a C∞(M ×M)-module. There is a vector field X whose zero locus is precisely the
diagonal such that the following is a projective resolution:

C∞(M) C∞(M ×M) Ω1(M ×M) . . . Ω2n(M ×M) 0∆∗ iX iX iX (7.9)

Moreover, we can choose X vertical with respect to pr1 : M ×M →M .

A slightly more careful analysis of M ↪→M ×M gives a projective resolution of length
n instead of 2n by only considering vertical forms. For this, let Ek = pr∗2(

∧k T ∗CM) be
the pullback of the k-th exterior power of the complexified tangent bundle along the
projection onto the second factor of M ×M . Sections of Ek are precisely k-forms on
M×M that vanish upon insertion of a horizontal vector, that is one in the first component
of T(m,n)(M ×M) ∼= TmM ⊕ TnM .
We also write Γ(Ek) = Ωk

ver(M ×M). The exact same proof as above shows that the
following is a projective resolution:

C∞(M) C∞(M ×M) Ω1
ver(M

2) . . . Ωn
ver(M

2) 0∆∗ iX iX iX (7.10)

All of the preceding theory is used to prove the smooth, locally convex, resp. bornological
version of the HKR-theorem. It appeared first in Connes’ paper on noncommutative
differential geometry sparking the interest in locally convex Hochschild cohomology.

Theorem 7.4 (Hochschild-Kostant-Rosenberg Theorem). The Hochschild cohomology of
the algebra of smooth functions is given by multivector fields:

H∗(C∞(M), C∞(M)) ∼= Xk(M) = Γ(∧kTM) (7.11)

This holds if we regard C∞(M) as a locally convex Fréchet algebra or a bornological
algebra.
More precisely, there is even a chain homotopy equivalence between multivector fields with
the zero differential and the Hochschild cochain complex.

Remark 7.5. 1. Recall that H1 always computes outer derivations. For commutative
algebras there are no inner derivations. Hence, for commutative algebras H1 consists
of all derivations, which are classically identified with vector fields for the algebra
C∞(M).

2. Note that Hochschild cohomology and vector fields share a limited functoriality.
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3. The HKR isomorphism is not a map of dgla’s, even though there are the natural
Gerstenhaber and Schouten-Nijenhuis Lie brackets. Kontsevich formality shows
however that it can be made into an L∞-algebra isomorphism. [Kon03]

Proof. Recall that any two projective resolutions are chain homotopy equivalent. We will
work with the one constructed in Equation (7.10). Hochschild cohomology of C∞(M) can
then be computed up to unique isomorphism by the cohomology of the cochain complex
HomC∞(M×M)(Ω

k
ver(M ×M), C∞(M)).

Note that naturally we can identify

HomC∞(M)(Ω
k(M), C∞(M)) ∼= HomBun(∧kT ∗CM,C) ∼= Γ((∧kT ∗CM)∗) ∼= Γ(∧kTCM) .

(7.12)
We get chain maps

. . . HomC∞(M)(Ω
k(M), C∞(M)) HomC∞(M)(Ω

k+1(M), C∞(M)) . . .

. . . HomC∞(M×M)(Ω
k
ver(M ×M), C∞(M)) HomC∞(M×M)(Ω

k+1
ver (M ×M), C∞(M)) . . .

0

id

(−)◦∆∗ (−)◦∆∗

id

i∗X

(−)◦pr∗1 (−)◦pr∗1

(7.13)
The precomposition with the pullback ∆∗ is indeed well-defined since ψ(∆∗(fω)) =

ψ((f ◦∆) ·∆∗ω) = (f ◦∆) · ψ(∆∗ω), showing C∞(M ×M)-linearity. It is also a cochain
map since X vanishes on the diagonal and hence ψ(∆∗iXω) = 0.

The precomposition with the pullback pr∗1 also yields a well-defined C∞(M)-linear
map since

φ(pr∗1(gη)) = φ((g ◦ pr1) pr∗1 η) = (g ◦ pr1).φ(pr∗1 η) = (g ◦ pr1 ◦∆)φ(pr∗1 η) = gφ(pr∗1 η) .
(7.14)

To prove that it is a cochain map we need iX ◦ pr∗1 = 0. This is a consequence of
dpr1(X) = 0, i.e. X being vertical.

By the following lemma, (∆∗)∗ is bijective in every degree since

HomC∞(M×M)(Γ(pr∗2

k∧
T ∗CM), C∞(M)) ∼= HomC∞(M)(Γ(∆∗ pr∗2

k∧
T ∗CM), C∞(M))

(7.15)
and ∆∗ pr∗2

∧k T ∗CM =
∧k T ∗CM . By exhibiting a left inverse, we have found an inverse.

To conclude, we have hence constructed a chain homotopy equivalence from multivector
fields to the Hochschild cohomology of C∞(M).

Lemma 7.6. Let ι : S ↪→M be an embedding. Let E be a vector bundle over M and F
a vector bundle over S. Then, there are natural vector space isomorphisms

HomC∞(M)(Γ(E),Γ(F )) ∼= HomC∞(S)(Γ(ι∗E),Γ(F )) ∼= HomBun(ι∗E,F ) . (7.16)

Thus, all C∞-linear maps are induced by vector bundle maps and all C∞-linear maps are
automatically continuous resp. bornological.

Proof. There is a natural vector bundle map ι∗E → E covering ι. The pullback of sections
induces a map ι∗ : Γ(E)→ Γ(ι∗E) which is C∞(M)-linear. Precomposition by ι∗ yields
the map

(ι∗)∗ : HomC∞(S)(Γ(ι∗E),Γ(F )→ HomC∞(M)(Γ(E),Γ(F )) . (7.17)

We will show that this is an isomorphism by exhibiting an inverse. For this let Φ : Γ(E)→
Γ(F ) be C∞(M)-linear. The first step is showing locality around S. That is, suppose
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σ vanishes in a neighbourhood U ⊂ M of a point p ∈ S. Let χ be a cutoff function in
C∞(M) vanishing in a slightly smaller neighbourhood such that χσ = σ. Then clearly
Φ(σ) = (χ ◦ ι)Φ(σ) must vanish in a neighbourhood in S of p. Hence, we can compute
Φ on any local section of E in a neighbourhood of S by an arbitrary extension to a
global section. The same argument shows that Φ only depends on the values of σ in
an arbitrarily small neighbourhood of S by using a cutoff. Now let σ vanish only at a
point p ∈ S. Switching to a local frame σ = σiei and each σi vanishes at p. We can now
apply Φ and use local C∞(M)-linearity to see that Φ(σ) = (σi ◦ ι)Φ(ei) vanishes at p.
We can hence evaluate Φ pointwise on ι∗E by Φ(σ(p)) = Φ(σ)(p). This is a vector bundle
map ι∗E → F which induces a map between sections. This construction of pointwise
evaluation is clearly inverse to the natural maps from right to left.

Lemma 7.7. Every connected compact manifold M admits a vector field vanishing only
at one point.

Proof. By transversality, there is a vector field with discrete isolated singularities. This
will be a finite set by compactness. The first step is to show that there is a diffeomorphism
M →M under which all singularities are mapped to an arbitrary embedded disk. For this,
connect all singularities by paths and choose a spanning tree. A tubular neighbourhood of
this will be a disk: We can even cook up a diffeotopy to a disk around the root singularity
of the tree. For this we choose a vector field supported on some open neighbourhood of
the tree pointing towards the root vertex. For example one could extend the velocity
vector field of the spanning tree. The flow of this vector field will be a diffeotopy that in
some finite time flows all singularities into a disk around the root vertex. Hence we get a
smooth vector field X1 with singularities in some embedded disk Dr0 inside of a slightly
larger embedded disk D. In the interior we tweak the vector field a bit by “Alexander’s
tric”. In polar coordinates:

X2(r, θ) =

{
χ(r)X(r0, θ) r < r0

X1(r, θ) r ≥ r0

. (7.18)

Here χ needs to be a function vanishing at zero whose derivative also vanishes at zero
and which is constantly one for r ≥ r0. The resulting vector field is continuous, has
a single singularity at one point only and is smooth in a neighbourhood of this point.
Whitney approximation then yields a smooth vector field X3 coinciding with X2 near this
point and arbitrarily close to X2 everywhere else. For instance, by compactness ‖X2‖ > ε
outside Dr0 and and choosing X3 to agree with X2 on Dr0 as well as ‖X2 − X3‖ < ε

2
gives the desired properties.

Lemma 7.8. Let V →M be a vector bundle. Then Γ(V ) is a finitely generated projective
module over the unital algebra C∞(M) considered as an algebra in Vect, CBorn and
Fréchet spaces. Γc(V ) is finitely generated projective over the algebra C∞c (M) considered
as an algebra in CBorn.

Proof. By standard arguments, V is a direct summand of a trivial bundle. Hence Γ(V )
(resp. Γc(V ))is a direct summand of C∞(M)n (resp. C∞c (M)n). Both of these are direct
sums of projective modules and hence projective.

7.3 Hochschild Cohomology of proper étale action Groupoids

In [NPPT06] the Hochschild cohomology of the convolution algebra of proper étale
groupoids is computed. In loc. cit. the authors use a variety of techniques. A key
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computation is the computation of the Hochschild cohomology of action groupoids for
actions of finite groups. The rationale is that a proper étale groupoid G ⇒ M is an
atlas for the orbifold M/G and orbifolds are locally quotients of euclidean space by finite
groups. Hence, using an appropriate sheaf cohomology the problem is reduced to this local
situation. Due to lack of space, we do not treat this global case here. We fix a mistake in
the definition of a cochain map and we provide an original proof for the cohomology of a
dual Koszul complex in ??.

Our setup consists of a finite group Γ acting on a compact manifold M . We write
A = C∞(M) and we write

Ao Γ := AΓnM = C∞(Γ×M) (7.19)

for the convolution algebra of the action groupoid. The convolution of f1, f2 ∈ C∞(Γ×M)
is given by

f1 ∗ f2(γ, x) =
∑

γ1γ2=γ

f1(γ1, γ2.x)f2(γ2, x) . (7.20)

There are the special functions in Ao Γ

δγ(γ′, p) =

{
1 γ = γ′

0 else
, (7.21)

which satisfy δγ1δγ2 = δγ1γ2 and δγ ∗f(γ′, x) = f(γ−1γ′, x). Any a ∈ AoΓ can be written
as

a =
∑
γ∈Γ

fγδγ (7.22)

with fγ ∈ A. There is an action of Γ on A via

γ.f(p) = f(γ−1.p) . (7.23)

For f1, f2 ∈ A and γ1, γ2 ∈ Γ we have the important crossed product formula

f1δγ1 ∗ f2δγ2 = f1(γ2.f2)δγ1γ2 . (7.24)

This determines ∗ completely!
The idea is now to separate the Hochschild cohomology C∗(Ao Γ, Ao Γ) into a part

group cohomology and a part belonging to a manifold.

Lemma 7.9. We have C∗(Ao Γ, Ao Γ) ∼= C∗Γ, where

CkΓ = Hom(CΓk,Hom(A⊗k, Ao Γ)) . (7.25)

To a degree k cochain Φ : (Ao Γ)⊗k → Ao Γ we associate

Φ̂ : CΓk −→ Hom(A⊗k, Ao Γ)

Φ̂(γ1, . . . , γk)(f1, . . . , fk) = Φ
(
f1δγ1 , γ

−1
1 .f2δγ2 , . . . , γ

−1
k−1 . . . γ

−1
1 .fkδγk

)
∗ δ(γ1...γk)−1 .

(7.26)

Remark 7.10. In [NPPT06, Prop. 3.7], the cochain map is different. Their map does
not work and 7.26 is the correction. Fortunately, everything else still holds.
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The last lemma is only a twisted version of the tensor-hom-adjunction. Let us compute
the differential that is induced on the right hand side. This heavily uses 7.24. The inner
face maps are easy:

d̂1Φ(γ1, γ2)(f1, f2) = d1Φ(f1δγ1 , γ
−1
1 .f2δγ2) ∗ δ(γ1γ2)−1

= Φ(f1δγ1 ∗ γ−1
1 .f2) ∗ δ(γ1γ2)−1

= Φ(f1f2δγ1γ2) ∗ δ(γ1γ2)−1

= Φ̂(γ1γ2)(f1f2) .

(7.27)

And the parts that cause trouble in loc.cit.:

d̂0Φ(γ1, . . . , γk+1)(f1, . . . , fk+1) = d0Φ(f1δγ1 , . . . , γ
−1
k . . . γ−1

1 .fk+1δγk+1
) ∗ δ(γ1...γk+1)−1

= f1δγ1 ∗ Φ(γ−1
1 .f2δγ2 , . . . , γ

−1
k+1 . . . γ

−1
1 .fk+1δγk+1

) ∗ δ(γ2...γk+1)−1 ∗ δγ−1
1

= f1δe ∗ δγ1 ∗ Φ̂(γ−1
1 .f1, . . . , γ

−1
1 fk+1) ∗ δγ−1

1

= f1δe ∗ (γ1.Φ̂)(γ2, . . . , γk+1)(f2, . . . , fk+1) .
(7.28)

d̂k+1Φ(γ1, . . . , γk+1)(f1, . . . , fk+1) = dk+1Φ(f1δγ1 , . . . , γ
−1
k . . . γ−1

1 .fk+1δγk+1
) ∗ δ(γ1...γk+1)−1

= Φ(f1δγ1 , . . . , γ
−1
k−1 . . . γ

−1
1 .fkδγk) ∗ γ−1

k . . . γ−1
1 .fk+1δγk+1

∗ δ(γ1...γk+1)−1

= Φ(f1δγ1 , . . . , γ
−1
k−1 . . . γ

−1
1 .fkδγk) ∗ δ(γ1...γk)−1 ∗ fk+1δe

= Φ̂(γ1, . . . , γk)(f1, . . . , fk) ∗ fk+1δe .
(7.29)

From here, one separates the differential into a horizontal and a vertical part to get a
cohomological double complex, or rather a bicosimplical complex. We need the Γ-action
on Hom(A⊗n, Ao Γ) that is given by

(γ.Φ)(f1, . . . , fn) = δγ ∗ Φ(γ−1.f1, . . . , γ
−1.fn) ∗ δγ−1 . (7.30)

Let C∗,∗Γ be the complex Cm,nΓ = Hom(CΓm,Hom(A⊗n, Ao Γ)). The structure maps
are

div : Cm,nΓ −→ Cm+1,n
Γ

divΨ(γ1, . . . , γm+1) =


γ1.Ψ(γ2, . . . , γm+1) i = 0

Ψ(γ1, . . . , γiγi+1, . . . , γm+1) 1 ≤ i ≤ m
Ψ(γ1, . . . , γm) i = m+ 1

(7.31)

dih : Cm,nΓ −→ Cm,n+1
Γ

dihΨ(γ1, . . . , γm)(f1, . . . , fn) =


f1δe ∗Ψ(γ1, . . . , γm)(f2, . . . , fn) i = 0

Ψ(γ1, . . . , γm)(f1, . . . , fifi+1, . . . , fn) 1 ≤ i ≤ n
Ψ(γ1, . . . , γm)(f1, . . . , fn) ∗ fn+1δe i = n+ 1

(7.32)

siv : Cm,nΓ −→ Cm−1,n
Γ ∀0 ≤ i ≤ m− 1

sivΨ(γ1, . . . , γm−1) = Ψ(γ1, . . . , γi, e, γi+1, . . . , γm−1)
(7.33)

sih : Cm,nΓ −→ Cm,n−1
Γ ∀0 ≤ i ≤ n− 1

sivΨ(γ1, . . . , γm)(f1, . . . , fn−1) = Ψ(γ1, . . . , γm)(f1, . . . , fi−1, 1, fi, . . . , fn−1)
(7.34)
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The horizontal face and degeneracy maps (dih and sih) commute with all vertical face
and degeneracy maps (djv and sjv). Furthermore, the usual cosimplicial identities hold
for the vertical and horizontal maps individually. These identities show that C∗,∗Γ is
a bicosimplicial vector space. The Dold-Kan correspondence for bicosimplicial abelian
groups yields a double complex with horizontal and vertical differentials:

dv =
m+1∑
i=0

(−1)idiv : Cm,nΓ → Cm+1,n
Γ , dh =

n+1∑
j=0

(−1)m+jdjh : Cm,nΓ → Cm,n+1
Γ (7.35)

The total complex is Tot(C∗,∗Γ )k =
⊕

m+n=k C
m,n
Γ with differential dh + dv. The diagonal

is the cosimplicial vector space diag(C∗,∗Γ )k = Ck,kΓ = CkΓ with face maps dihd
i
v = divd

i
h and

degeneracies sihs
i
v = sivs

i
h.

Lemma 7.11. We have C∗(A o Γ, A o Γ) ∼= diag(C∗,∗Γ ) = C∗Γ via Φ 7→ Φ̂ as in Equa-
tion (7.26).

Proof. This is just showing that d̂iΦ = dihd
i
vΦ̂, which is immediate using the identities

Equations (7.27) to (7.29).

The bicosimplicial version of the Eilenberg-Zilber theorem now equates the cohomology
of the diagonal with the cohomology of the total complex. The explicit maps use the
degeneracies and the reader is referred to [GM04, Appendix A.2]. The bisimplicial version
for homology is also in [Wei94, Theorem 8.51].

H∗(Tot(C∗,∗Γ )) ∼= H∗(diag(C∗,∗Γ ) ∼= H∗(Ao Γ, Ao Γ) (7.36)

Hence, the computation of the Hochschild cohomology can be accomplished by computing
cohomology of the double complex. The next step is to use the spectral sequence associated
the first quadrant double complex.

Epq2 = Hp
vH

q
h(C∗,∗)⇒ Hp+q(Tot(C∗,∗Γ )) (7.37)

Note that dh is precisely the Hochschild differential of the complex C∗(A,Ao Γ). Hence,
Hh(C∗,∗)pq = Hom(CΓp, Hq(A,Ao Γ)). The differential dv is precisely the group coho-
mology differential for the induced Γ action on H∗(A,Ao Γ). Since Γ is finite, its group
cohomology with values in a vector space vanishes above degree zero. (c.f. [Wei94, 6.5.8])
The proof is similar to the vanishing of deformation cohomology for proper groupoids.
The degree zero part of group cohomology always computes Γ-invariants. The spectral
sequence collapses consequently:

Epq2 =

{
Hq(A,Ao Γ)Γ p = 0

0 else
(7.38)

We can hence conclude that Epq∞ = Epq2 and all extension problems are trivial. In
conclusion:

Hk(Tot(C∗,∗)) ∼= Hk(A,Ao Γ)Γ (7.39)

It remains to analyse the right hand side. Recall that A = C∞(M) and we do have a
good projective resolution of C∞(M) as a bimodule over itself via Equation (7.10). Note
that the A-bimodule structure on Ao Γ is given by

f.a.g = fδe ∗
∑
γ∈Γ

fγδγ ∗ gδe =
∑
γ∈Γ

(ffγγ.g)δγ . (7.40)
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Hence, Ao Γ decomposes into a sum of bimodules⊕
γ∈Γ

Aγ ∼= Ao Γ

(fγ) 7→
∑
γ∈Γ

fγδγ ,
(7.41)

where Aγ = A = C∞(M) as a space but with the A-bimodule structure

f.fγ .g(x) = f(x)fγ(x)γ.g(x) = f ⊗ g(x, γ−1.x)fγ(x) . (7.42)

Identifying A-bimodules with C∞(M ×M)-modules, we get that F ∈ C∞(M ×M) acts
on fγ ∈ Aγ by

F.fγ = (∆∗γF )f , (7.43)

where
∆γ : M →M ×M

x 7→ (x, γ−1x) .
(7.44)

Hence, if we consider the embedding ∆γ : M →M ×M , then Aγ can be identified with
the smooth functions on this submanifold and we can apply Lemma 7.6 to compute:

HomC∞(M×M)(Ω
k
hor(M ×M), Aγ) ∼= HomC∞(M)(Ω

k(M), C∞(M)) ∼= Xk(M) (7.45)

The isomorphism is induced by pairing a multivector field Y ∈ Xk(M) with ∆∗γω for
ω ∈ Ωk

hor(M ×M) by the natural pairing 〈∆∗γω, Y 〉. Recall that the differential on the
right hand side is precomposition with the insertion iX̃ , where X̃ was a special Euler-like
vector field. If we write κ = dpr1(X̃) along ∆γ(M), then we can compute:

〈∆∗γ(iXω), Y 〉 = 〈iκ∆∗γω, Y 〉 = 〈∆∗γω, κ ∧ Y 〉 (7.46)

Here we used also that ω is horizontal, so that it vanishes on X − d∆γ(κ). The above
calculation shows that

(C∗(A,Aγ), d) ' (HomC∞(M×M)(Ω
∗
hor(M ×M), iX

∗) ∼= (X∗(M), κ ∧ −) (7.47)

Determining the cohomology of the dual Koszul complex X∗(M) with differential
κ ∧ − now uses a localisation and linearisation argument. Note first that κ only vanishes
on the fixed point space Mγ since ∆γ maps this onto the diagonal where X̃ vanishes. So,
let X ∈ Xk(M) with κ ∧X = 0. Then, on M \Mγ there is a 1-form ω with iωκ = 1. On
M \Mγ we have:

0 = iω(κ ∧X) = X − κ ∧ iωX . (7.48)

So, if ϕ is a cutoff function that is supported in any neighbourhood of Mγ , then (1 −
ϕ)X = κ ∧ iω(1− ϕ)X and hence X is cohomologous to ϕX.

We now proceed with the linearisation around Mγ . Choose a Γ-invariant Riemannian
metric on M . This is always possible by averaging. Let p ∈Mγ . For v ∈ TpM , γ. exp(tv)
is a geodesic with initial velocity dγp(v) and hence

γ. exp(tv) = exp(dγ(tv)) . (7.49)

That is, around any fixed point exp provides a local diffeomorphism TpM → M under
which the action of γ linearises to an action by a linear isometry on a vector space. In
particular, Mγ is locally euclidean as the local image of the eigenvalue 1 subspace of dγ.
The dimension of Mγ might jump globally.
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Choose a locally finite covering Ui ofMγ such that exppi : Ũi → Ui is a diffeomorphism
and a subordinate partition of unity χi. Let κ ∧X = 0. We may assume that X vanishes
outside

⋃
Ui by the above localisation. Now, κ ∧ X = 0 if and only if κ ∧ χiX = 0∀i

and X = κ ∧ Y if and only if χiX = κ ∧ Yi∀i. That is, we can localise further to
suppX ⊂ Ui. We can now linearise to TpM and express everything there. Write
TpM = (TpM)γ⊕ ((TpM)γ)⊥. Choose an orthonormal basis e1, . . . , elγ of the eigenvalue 1
space (TpM)γ of dγ and an orthonormal basis el(γ)+1 . . . , en of the orthogonal complement.
Denote the corresponding coordinate functions by xi. From the construction of κ 14 it is
given by

κq =
n∑
i=1

(xi(q)− xi(γ−1.q))
∂

∂xi
=

n∑
i=lγ+1

(xi(q)− xi(γ−1.q))
∂

∂xi
. (7.50)

On (TpM
γ)⊥, the linear map q 7→ (1− γ−1)q is invertible. So we can assume

κi =

{
0 i ≤ lγ
xi else

. (7.51)

We have reduced the situation now to M = Rn with a linear isometric Γ-action where
Mγ = Rlγ × {0} and we want to determine the cohomology of

. . . C∞(Rn)⊗
∧k(e1, . . . , en) C∞(Rn)⊗

∧k+1(e1, . . . , en) . . .
κiei∧−

(7.52)
The differential does not act on e1, . . . , elγ . The correct way to phrase this is that∧k(e1, . . . , en) ∼=

⊕
p+q=k

∧p(e1, . . . , elγ )⊗
∧q(elγ+1, . . . , en) and that under this isomor-

phism the differential is the total differential of a double complex where the p-differential
is zero. The cohomology becomes:

Hk
(
C∞(Rn)⊗

∧
(e1, . . . , en)

)
∼=
⊕
p+q=k

∧p
(e1, . . . , elγ )⊗Hq

(
C∞(Rn)⊗

∧
(elγ+1, . . . , en)

)
∼=
∧k−n+lγ

(e1, . . . , elγ )⊗ C∞(Rlγ )

∼= Γ

(
Mγ ,

∧k−n+lγ
TMγ

)
(7.53)

Here we used that by Lemma 7.12 only the term for q = n−lγ is nonzero. The isomorphism
is given by disregarding all components except those in

∧k−n+lγ (e1, . . . , elγ )⊗elγ+1∧· · ·∧en
and restricting to Rlγ = Mγ . The inverse isomorphism is induced by pullback along
Rn → Rlγ and multiplication by elγ+1 ∧ · · · ∧ en. This is just a sort of extension of the
multivector field. Note that any extension suffices, since this will be a right inverse of
restriction and hence automatically also a left inverse.

Lemma 7.12. Let κi = 0 for i ≤ lγ and κi = xi else. The cohomology of the dual Koszul
complex for Rn with differential κiei ∧ − is:

Hk(C∞(Rn)⊗
∧

(e1, . . . , en), κiei ∧ −) ∼=

{
C∞(Rlγ ) k = n− lγ
0 else

(7.54)

14κ is constructed from X̃, which we denoted by X in Prop. 7.2. Around the diagonal, X was the Euler
vector field of the normal bundle for a tubular neighbourhood embedding. We choose this embedding to
be induced by the exponential map of the Γ-invariant Riemannian metric.
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Proof. For simplicity, we assume lγ = 0. The proof still works more generally by adding a
parameter globally or noting that C∞(Rlγ )⊗− is exact. We start with k = 0. A smooth
function f for which xif = 0 everywhere must vanish identically. The case k = 1 is the
most interesting. Let X = f iei with κ ∧X = 0. Rewriting this in the basis ei ∧ ej this
translates to xif j = xjf i. To show that this is exact, we need to write f i = fxi for some
smooth function f . Differentiating with respect to xj we get:

f i + xj∂jf
i = xi∂jf

i (7.55)

Using this we can calculate:

f i(x) =

∫ 1

0

d

dt
tnf(tx)dt =

∫ 1

0
ntn−1f i(tx) + tn

n∑
j=1

∂jf
i(tx)xjdt

=

∫ 1

0
tn−1

n∑
j=1

(f i + ∂jf
ixj)(tx)dt

=

n∑
j=1

∫ 1

0
tn−1(xi∂jf

j)(tx)dt

=

 n∑
j=1

∫ 1

0
tn∂jf

j(tx)dt

xi

(7.56)

This shows that also the first cohomology vanishes. Let k < n be arbitrary now. Similarly,
for X = XIeI with κ ∧ X = 0 and I = (i1 < · · · < ik) running through ordered
multiindices, we have X = κ ∧ Y where

Y (j2,...,jk) =
n∑

j1=1

∫ 1

0
tn∂j1X

(j1,...,jk)(tx)dt . (7.57)

For degree n we note that the condition κ ∧X = 0 is void. Writing Y = (−1)iY ie1 ∧
· · · ∧ êi ∧ · · · ∧ en we have κ∧ Y = (

∑
i x

iY i)e1 ∧ · · · ∧ en. By Taylor’s theorem the image
of this are precisely all functions in C∞(M) that vanish at the origin. Evaluation at 0
hence gives an isomorphism Hn(C∞(Rn)⊗

∧
(e1, . . . , en)) ∼= C.

Remark 7.13. The apparent remarkable duality to the proof of the Poincaré Lemma is
fully realized by applying the Fourier transform. Upon doing this the multiplication by
xi turns into differentiation and xif j − xjf i = 0 becomes d(

∑
i f̂

idxi) = 0.

Note that the dimension of the fixed point set Mγ might jump from point to point.
However, as we have seen it is locally constant and each component Mγ

α is a manifold.
Since the cohomology of the global dual Koszul complex depends on dim(Mγ

α) = lγ , we
need to take each component individually into account. Our localisation argument above
now produces:

Proposition 7.14. The cohomology of the dual Koszul complex is

Hk(X∗(M), κ ∧ −) ∼=
⊕

Mγ
α∈Comp(Mγ)

Γ

(
Mγ
α ,
∧k−dim(M)+dim(Mγ

α)
TMγ

α

)
. (7.58)

Hence, also the Hochschild cohomology of the C∞(M)-bimodule Aγ is given by

Hk(A,Aγ) ∼=
⊕

Mγ
α∈Comp(Mγ)

Γ

(
Mγ
α ,
∧k−dim(M)+dim(Mγ

α)
TMγ

α

)
. (7.59)



92

Let Yα ∈ Γ
(
M,
∧codimMγ

α

)
such that the restriction Yα|Mγ

α
is in Γ

(∧codim(Mγ
α)(TMγ

α)⊥
)
.

Let X ∈ Γ
(
Mγ
α ,
∧k−codim(Mγ

α) TMγ
α

)
and X̃ ∈ Γ

(
M,
∧k−codim(Mγ

α) TM
)
be any exten-

sion. Then, the isomorphism maps X to the multivector field X̃ ∧ Yα in Xk(M). This
multivector field naturally acts on Ak = C∞(M)k, by which it is included as a cocycle
A⊗k → Aγ into the Hochschild complex Hk(A,Aγ). Explicitly, this is the cocycle mapping
f1, . . . , fk ∈ C∞(M) to

〈X̃ ∧ Yα, df1 ∧ · · · ∧ dfk〉 . (7.60)

Corollary 7.15. The Hochschild cohomology of the convolution algebra as a C∞(M)-
bimodule is given by

Hk(A,Ao Γ) ∼=
⊕
γ∈Γ

⊕
Mγ
α∈Comp(Mγ)

Γ

(
Mγ
α ,
∧k−dim(M)+dim(Mγ

α)
TMγ

α

)
. (7.61)

We now investigate what the Γ-action on the left corresponds to on the right. Suppose
that Φ : A⊗n → A o Γ is a Hochschild cocycle. As before, this decomposes as Φ =∑

γ∈Γ Φγδγ . We have seen that in cohomology each Φγ may be written as a pairing with
a special multivector field Xγ . Now the action of β ∈ Γ on Φ becomes:

(β.Φ)(f1, . . . , fn) = δβ ∗
∑
γ∈Γ

Φγ(β−1.f1, . . . , β
−1.fn)δγ ∗ δβ−1

=
∑
γ∈Γ

β.〈Xγ , d(β∗f1) ∧ · · · ∧ d(β∗fn)〉δβγβ−1

=
∑
γ∈Γ

〈β∗Xγ , df1 ∧ · · · ∧ dfn〉δβγβ−1

(7.62)

Hence, Φ is invariant if and only if β∗Xγ = Xβγβ−1 . Denote by Conj(Γ) the set of
conjugacy classes in Γ and by Z(γ) the centralizer of γ. It is important to note that
γ.x = x if and only if βγβ−1.(β.x) = β.x. So, β : Mγ → Mβγβ−1 is a diffeomorphism.
By the above computation, an invariant cocycle is uniquely determined by its values
along Mγ for γ running through any set of representatives for the conjugacy classes
Conj(Γ). However, the condition β∗Xγ = Xβγβ−1 is still interesting for β ∈ Z(γ): The
multivector field Xγ needs to be invariant with respect to Z(γ). We have proven the
following theorem (Proposition 3.10 in [NPPT06]):

Theorem 7.16. The Hochschild cohomology of the convolution algebra Ao Γ associated
to the action groupoid Γ nM ⇒M is given by

Hk(Ao Γ, Ao Γ) ∼= Hk(A,A× Γ)Γ

∼=
⊕

γ∈Conj(Γ)

⊕
Mγ
α∈Comp(Mγ)

Γ

(
Mγ
α ,
∧k−dim(M)+dim(Mγ

α)
TMγ

α

)Z(γ)

.

(7.63)

The following shows how to link this to all of the preceding theory.

Example 7.17. Suppose that the Γ action is free. Then, M/Γ exists. As we have seen
before, AΓnM = Ao Γ is Morita equivalent to C∞(M/Γ) as unital bornological algebras.
In particular, their Hochschild cohomology agrees. The HKR theorem identifies the
Hochschild cohomology of C∞(M/Γ) with multivector fields on M/Γ. These in turn can
be identified with invariant multivector fields on M . By the above theorem, we have a
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different method to compute H∗(Ao Γ, Ao Γ). Note that in this special case, only the
identity e has a fixed point set M e = M and we precisely recover the HKR theorem:

H∗(AΓnM ,AΓnM ) ∼= X∗(M/Γ) . (7.64)

Let us point out that the version of the HKR theorem that we proved earlier together
with the 2-functoriality even included a formality result, i.e. that the Hochschild cochain
complex is homotopy equivalent to its cohomology.

Remark 7.18. It would be interesting to know if there is a general formality for the
Hochschild cohomology of proper étale action groupoids or even for orbifold groupoids
(=proper étale). The methods applied above are particularly suited for abelian categories
and working out the cohomology in Vect.

Let us conclude by looking at the image of the cochain map Φ : C∗def(Γ nM) →
C∗(A n Γ, A n Γ). The action groupoid is étale and hence the cochain map takes the
form

Φ(c)(f1, . . . , fk)(γ,m) =
∑

γ=γ1...γk

c(γ1, . . . , γk,m)f1 · f2(γ2, γ3 . . . γk.m) . . . fk(γk,m) .

(7.65)
Since Γ nM is proper, its deformation cohomology vanishes in degrees bigger than 1.
Since it is also étale, we have H1

def(Γ nM) = X(Γ nM)inv and H0
def(Γ nM) = 0. Via Φ,

an invariant vector field X ∈ X(Γ nM) acts on Ao Γ via the usual action:

Φ(X)(f)(γ,m) = X(γ,m)f = Xf(γ,m) . (7.66)

This means, that in cohomology Φ only includes the invariant vector field into the degree
1 part of Hk(Ao Γ, Ao Γ) as the summand of the conjugacy class of the identity e.
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8 Appendix

8.1 Constructions for proper Groupoids

If X is a Hausdorff space and R ⊂ X ×X is the graph of an equivalence relation ∼, then
X/ ∼ is Hausdorff if and only if R is closed.

If f : X → Y is a proper continuous map between topological spaces and Y is locally
compact, then f is closed.

If f : X → X/ ∼ is an open map and X is locally compact, then X/ ∼ is locally
compact.

Hence, if G⇒M is a proper groupoid, then M/G is Hausdorff and locally compact.
Here, π : M →M/G is open since the saturated sets π−1(π(U)) = s(t−1(U)) are open.

The following is Proposition 6.11 in [Tu99].

Proposition 8.1. Let G⇒M be a proper Lie groupoid equipped with a left Haar system.
Then, there exists a smooth function c : M → R such that

1. ∀x ∈M
∫
t−1(x) c(s(g))dg = 1;

2. t: supp(c ◦ s)→M is proper.

We sometimes denote c(s(g)) = λ(g) throughout the text.

Proof. Since G is proper, M/G is locally compact Hausdorff and π : M →M/G is open.
Then, there is a family of functions fi ∈ C∞c (G, [0, 1]) such that π({fi > 0}) is a locally
finite cover of M/G. (To construct such a family, take any cover of M by Ui = {fi > 0}
and fi ∈ C∞c (M). Then, pick a locally finite subcover of π−1(π(Ui)). The remaining
index set yields the family fi).

Let d =
∑

i fi. The sum is finite on every compact subset and hence defines a
smooth function in C∞(M). Let K ⊂ M be compact. Denote the saturation of K by
K := s(t−1(K)). Then, by local finiteness, π(K) = π(K) intersects only finitely many
π({fi > 0}). Hence, supp(d) ∩K ⊂

⋃n
j=1 supp(fij ) is a compact set. So, g ∈ t−1(K) ∩

supp(d ◦ s) if and only if t(g) ∈ K and s(g) ∈ supp(d). Reformulating, we get that
s(g) ∈ supp(d) ∩K. Hence g ∈ s−1(supp(d) ∩K) ∩ t−1(K). By properness of G, this set
is compact and hence t : supp(d ◦ s)→M is proper.

Finally, we renormalize d to

c(x) :=
d(x)∫

t−1(x) d(s(g))dg
. (8.1)

This is well-defined, since the integral will always be positive by construction. The
properness property is not altered by this renormalization.

8.2 Additional Material

Here we exhibit explicit formulas for an equivalence between the Hochschild cochain
complexes based on the datum of a Morita context between algebras. This is inspired
by [Lod98, Chapter 1.2].

Definition 8.2. A Morita context between two unital algebras A,B consists of two
bimodules APB,BQA and bimodule pairings

〈·, ·〉A : P ⊗B Q→ A (8.2)
〈·, ·〉B : Q⊗A P → B (8.3)
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that are A- (resp. B-) bilinear, surjective and satisfy the interchange property:

〈p, q〉Ap′ = p〈q, p′〉B (8.4)
〈q, p〉Bq′ = q〈p, q′〉A (8.5)

Remark 8.3. A bimodule pairing is equivalently given by a bilinear map 〈·, ·〉 : P×Q→ A
satisfying the following equalities:

〈ap, qa′〉 = a〈p, q〉a′ (8.6)
〈pb, q〉 = 〈p, bq〉 (8.7)

We can reduce surjectivity to the basic assertion that there exist pi, yj ∈ P and qi, xj ∈ Q
such that

1A =
∑
i

〈pi, qi〉A (8.8)

1B =
∑
j

〈xj , yj〉B (8.9)

Proposition 8.4 (Morita Invariance of Hochschild Cohomology). Let A,B be unital
algebras and (P,Q, 〈·, ·〉A, 〈·, ·〉B) a Morita context.
Then, there is a chain homotopy equivalence between the Hochschild cochain complexes
given by:

C•(A,A) C•(B,B)
Φ
'
Ψ

(8.10)

Where a cocycle f : A⊗n → A in Cn(A,A) is mapped to the following map Φ(f) : B⊗n →
B:

Φ(f)(b1, . . . , bn)

=
∑

j0,j1,...,jn

〈xj0 , f
(
〈yj0 , b1xj1〉A ⊗ 〈yj1 , b2xj2〉A ⊗ · · · ⊗ 〈yjn−1 , bnxjn〉A

)
yjn〉B

(8.11)
Analogously, for g ∈ Cn(B,B):

Ψ(g)(a1, . . . , an)

=
∑

i0,i1,...,in

〈pi0 , f
(
〈qi0 , a1pi1〉B ⊗ 〈qi1 , a2pi2〉B ⊗ · · · ⊗ 〈qin−1 , anpin〉B

)
qjn〉A (8.12)

A (pre-cosimplicial) chain homotopy ΨΦ ' id is given by

h =
n∑

m=0

(−1)mhm : Cn+1(A,A)→ Cn(A,A) , (8.13)

hm(f)(a1, . . . , an) =
∑

j0,...,jm,k0...,km

〈pk0 , xi0〉Af
(
〈yi0 , qk0〉a1〈pk1 , xj1〉, . . . ,

〈yjm−1 , qkm−1〉am〈pkm , xjm〉, 〈yjm , qjm〉, am+1, . . . , an

) (8.14)

Remark 8.5. By the Dold-Kan correspondence, the category of simplicial abelian groups
is equivalent to the category of chain complexes in nonnegative degrees. Analogously,
cosimplicial abelian groups are equivalent to cochain complexes where the differential is
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the alternating sum of cosimplicial face maps. If we have a graded abelian group without
degeneracy maps and only face maps di we call it precosimplical.

Actually, Φ,Ψ in the proposition above are maps between precosimplical abelian
groups, that is diΦ = Φdi. Let f, g : C∗ → D∗ be maps between precosimplical abelian
groups.
By a precosimplicial homotopy h from f to g we mean a set of maps hnm : Cn → Dn−1,
0 ≤ m ≤ n− 1 such that

hidj =


dj−1hi 0 ≤ i+ 1 < j ≤ n+ 1

djhi−1 0 ≤ j < i

hi+1dj j = i+ 1

(8.15)

and, crucially, h0d0 = f , hndn+1 = g. Then

hn =
n−1∑
m=0

(−1)mhm : Cn → Dn−1 (8.16)

is a homotopy of the cochain maps f, g on the respective cochain complexes.
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