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Abstract. We study a cohomology theory for rigid-analytic varieties over Cp, without properness
or smoothness assumptions, taking values in filtered quasi-coherent complexes over the Fargues–
Fontaine curve, which compares to other rational p-adic cohomology theories for rigid-analytic
varieties — namely, the rational p-adic pro-étale cohomology, the Hyodo–Kato cohomology, and
the infinitesimal cohomology over the positive de Rham period ring. In particular, this proves a
conjecture of Le Bras. Such comparison results are made possible thanks to the systematic use
of the condensed and solid formalisms developed by Clausen–Scholze. As applications, we deduce
some general comparison theorems that describe the rational p-adic pro-étale cohomology in terms
of de Rham data, thereby recovering and extending results of Colmez–Nizioł.
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1. Introduction

In this introduction, we fix a prime number p. We denote by K a complete discretely valued
non-archimedean extension of Qp, with perfect residue field k, and ring of integers OK . We fix
an algebraic closure K of K. We denote by C := K̂ the completion of K, and by OC its ring of
integers. We let GK := Gal(K/K) denote the absolute Galois group of K. We fix a compatible
system (1, εp, εp2 , . . .) of p-th power roots of unity in OC , which defines an element ε ∈ O[C with
Teichmüller lift [ε] ∈ Ainf = W (O[C).

1.1. Background and motivation. In the last decade, the field of p-adic Hodge theory has wit-
nessed dramatic advances, starting with Scholze’s development of perfectoid geometry, and Fargues–
Fontaine’s discovery of the fundamental curve. In particular, Scholze initiated the study of the p-adic
Hodge theory for rigid-analytic varieties in [Sch13a], proving the finiteness of the geometric p-adic
étale cohomology of proper smooth rigid-analytic varieties, as well as the de Rham comparison the-
orem for such varieties. The latter was known before only for algebraic varieties, and we refer the
reader to [Niz21] for a historical account on the de Rham, crystalline, and semistable conjectures for
algebraic varieties. After Scholze’s work, there were efforts by a number of people to prove a version
of the crystalline/semistable conjecture for proper rigid-analytic varieties having good/semistable
reduction, culminating in the following theorem.

Theorem 1.1 ([CN17], [BMS18], [CK19]). Let X be a proper p-adic formal scheme over OK with
semistable reduction. We write XC for the geometric rigid-analytic generic fiber of X. Let i ≥ 0.
There is a natural isomorphism

H i
ét(XC ,Qp)⊗Qp Bst

∼= H i
cris(Xk/W (k)0)⊗W (k) Bst (1.1)



RATIONAL p-ADIC HODGE THEORY FOR RIGID-ANALYTIC VARIETIES 3

compatible with the Galois GK , Frobenius ϕ and monodromy N actions, and filtrations.1

In particular, there is natural GK-equivariant isomorphism

H i
ét(XC ,Qp) ∼= (H i

cris(Xk/W (k)0)⊗W (k) Bst)
N=0,ϕ=1 ∩ Fil0(H i

dR(XK)⊗K BdR). (1.2)

We remark that Colmez–Nizioł’s strategy in [CN17] relies on a generalization of the syntomic
method initiated by Fontaine–Messing, and later refined by Hyodo, Kato and Tsuji. Instead, Bhatt–
Morrow–Scholze’s strategy, in their epoch-making work [BMS18], is based on the construction of a
cohomology theory for smooth p-adic formal schemes Z over OC (generalized to the semistable case
by Česnavičius–Koshikawa in [CK19]), called Ainf-cohomology RΓAinf

(Z), which in the proper case
specializes to the (log-)crystalline cohomology of the special fiber and the étale cohomology of the
generic fiber, thus allowing to compare the latter two as in Theorem 1.1.

More recently, in a series of papers, Colmez–Nizioł, partially in joint work with Dospinescu,
further generalized the syntomic method to study the rational p-adic Hodge theory of smooth
rigid-analytic varieties, which are neither assumed to be proper, nor having semistable reduction,
[CDN20b], [CN20], [CN21a], [CN21b]. These works are motivated in part by the desire of finding
a geometric incarnation of the p-adic Langlands correspondence in the p-adic cohomology of local
Shimura varieties, as partially indicated by [CDN20a].

In order to state the goals of this paper, we will denote by

YFF := Spa(Ainf , Ainf) \ V (p[p[])

the mixed characteristic punctured open unit disk,

FF := YFF/ϕ
Z

the adic Fargues–Fontaine curve (relative to C[ and Qp), and we fix ∞ the (C,OC)-point of FF
corresponding to Fontaine’s map θ : Ainf ! OC .

As observed by Fargues, Theorem 1.1 can be reformulated as a natural isomorphism of GK-
equivariant vector bundles on FF

H i
ét(XC ,Qp)⊗Qp OFF

∼= E(H i
cris(Xk/W (k)0)Qp , ϕ,N,Fil) (1.3)

where the right-hand side of (1.3) denotes the vector bundle on FF associated to the filtered (ϕ,N)-
module H i

cris(Xk/W (k)0)Qp . Since the left-hand side of (1.3) depends only on the geometric generic
fiber of X, it is natural to ask whether one can give a more direct cohomological construction of the
right-hand side that also depends only on the generic fiber, that interpolates between H i

ét(XC ,Qp)
and the filtered (ϕ,N)-module H i

cris(Xk/W (k)0)Qp , and that allows to prove extensions of the
comparison (1.3) to any rigid-analytic variety over C.

Our first goal in this article will be to give a positive answer to the latter question by extending
Bhatt–Morrow–Scholze’s strategy and building crucially upon Le Bras’ work [LB18b]. We will study
a cohomology theory for rigid-analytic varieties X over C, taking values in filtered quasi-coherent
complexes over the Fargues–Fontaine curve FF, which compares to other rational p-adic cohomol-
ogy theories for rigid-analytic varieties over C, without properness or smoothness assumptions —

1Here, we write Hi
cris for the log-crystalline cohomology, W (k)0 denotes the log structure on W (k) associated to

(N !W (k), 1 7! 0), and Xk is endowed with the pullback of the canonical log structure on X.
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namely, the rational p-adic pro-étale cohomology, the Hyodo–Kato cohomology ([CN21a, §4]),2 and
the infinitesimal cohomology over B+

dR ([BMS18, §13], [Guo21]). In particular, this will allow us to
obtain a general comparison theorem for rigid-analytic varieties defined over a p-adic field, describ-
ing the geometric rational p-adic pro-étale cohomology in terms of de Rham data, extending (1.2),
and recovering and generalizing the above-mentioned results of Colmez–Nizioł.

1.2. B-cohomology. In the following, we denote by B the ring of analytic functions on YFF.

To pursue the goals stated in the previous section, we begin by defining the B-cohomology theory
for rigid-analytic varieties over C. Then, we shall explain how this cohomology theory interpo-
lates several other rational p-adic cohomology theories, and how to interpret our main comparison
theorems in terms of the Fargues–Fontaine curve FF.

For the reader willing to assume that X is smooth in Definition 1.2 below, we note that, in this
case, the éh-site of X ([Guo19, §2], §2.2) can be replaced by the étale site of X (Proposition 2.42).
Our main results on the B-cohomology theory are already new in the smooth case.

Definition 1.2 (cf. Definition 2.38). Let X be a rigid-analytic variety over C. We denote by
α : Xv ! Xéh the natural morphism from the v-site to the éh-site of X.
(i) We define the B-cohomology of X as

RΓB(X) := RΓéh(X,LηtRα∗B)

where B denotes the v-site sheaf theoretic version of the ring B, and we write Lηt(−) for the
décalage functor with respect to t = log([ε]) ∈ B, i.e. Fontaine’s 2πi.

(ii) We define the B+
dR-cohomology of X as

RΓB+
dR

(X) := RΓéh(X,LηtRα∗B+
dR)

where B+
dR is the v-site sheaf theoretic version of the ring B+

dR.
We endow both RΓB(X) and RΓB+

dR
(X) with the filtration décalée, coming from Bhatt–Morrow–

Scholze’s interpretation of the décalage functor in terms of the connective cover functor for the
Beilinson t-structure (Definition 2.9). The Frobenius automorphism of B induces a ϕB-semilinear
automorphism

ϕ : RΓB(X)! RΓB(X)

which preserves the filtration décalée.

Remark 1.3 (Le Bras’ work). We recall that, in the paper [LB18b], Le Bras introduced and studied
(an overconvergent version of) the B-cohomology theory for smooth rigid-analytic varieties over
C. In particular, building upon results of [BMS18], for Z a smooth proper p-adic formal scheme
over OC , he compared the B-cohomology of the rigid-analytic generic fiber of Z with the crystalline
cohomology of the special fiber of Z, [LB18b, Proposition 6.5].

In the following, we denote by F the fraction field of the ring of Witt vectors W (k), we write F̆
for the completion of the maximal unramified extension of F in K and we denote by OF̆ its ring of
integers.

2As we will see, the Hyodo–Kato cohomology is a cohomology theory for rigid-analytic varieties of C which refines
the de Rham cohomology and, in the case of Theorem 1.1, compares to the rational log-crystalline cohomology of the
special fiber.
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To motivate our first main result on the B-cohomology theory, we recall that in [CN21a, §4], for
smooth rigid-analytic varieties X over C, Colmez–Nizioł (adapting a construction of Beilinson in the
case of algebraic varieties [Bei13]), via the alterations of Hartl and Temkin, defined a Hyodo–Kato
cohomology theory

RΓHK(X)

taking values in the derived category of (ϕ,N)-modules over F̆ , which refines the de Rham coho-
mology RΓdR(X), and in the case X has a semistable formal model X over OC it is given by the
rational log-crystalline cohomology RΓcris(X

0
OC/p/O

0
F̆

)Qp (see also §3, and in particular Theorem
3.15).

At this point, based on Le Bras’ work (Remark 1.3), it was natural to ask how the B-cohomology
compares to the Hyodo–Kato cohomology, and whether, at least in the proper case, the latter
cohomology theory (which is defined using log-geometry) can be recovered from the former (which
is defined directly in terms of the generic fiber). To answer this question, the difficulty is twofold: the
first issue comes from the very definition of the Hyodo–Kato cohomology, which forces us to construct
a comparison morphism with the B-cohomology locally, and in a functorial way, using log-geometry;3
the second issue is of topological nature, since, locally, RΓHK(X) is in general not a perfect complex
over F̆ . To avoid the topological issues, one could instead study an overconvergent version of the
desired comparison (cf. [LB18b, Conjecture 6.3]), however this makes the first mentioned difficulty
even more challenging.

As in our previous work [Bos21], we overcome the topological issues via the condensed mathe-
matics recently developed by Clausen–Scholze, and we refer the reader to the introduction of loc.
cit. for a more exhaustive explanation of the relevance of the condensed and solid formalism in the
study of the p-adic Hodge theory for rigid-analytic varieties.

Thus, given a condensed ring A,4 we denote by Modcond
A the category of A-modules in condensed

abelian groups, and, for A a solid ring, we denote by Modsolid
A the symmetric monoidal subcategory

of A-modules in solid abelian groups, endowed with the solid tensor product ⊗�A. We denote by
D(Modcond

A ) and D(Modsolid
A ) the respective derived ∞-categories.

Our first main result is the following.

Theorem 1.4 (cf. Theorem 4.1, Theorem 5.1, Theorem 5.9, Theorem 5.20). Let X be a connected,
paracompact, rigid-analytic variety defined over C.
(i) We have a natural isomorphism in D(Modsolid

B )

RΓB(X) ' (RΓHK(X)⊗L �
F̆
Blog)N=0 (1.4)

compatible with the action of Frobenius ϕ, and the action of Galois GK in the case when X is
the base change to C of a rigid-analytic variety defined over K.

3Likewise, as explained to us by Česnavičius and Le Bras, it is a priori not clear whether the absolute crystalline
comparison isomorphism for the Ainf -cohomology in the semistable case, constructed in [CK19, Theorem 5.4], is
functorial.

4All condensed rings will be assumed to be commutative and unital. Moreover, we refer the reader to 1.7 for the
set-theoretic conventions we adopt.
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Here, Blog denotes the log-crystalline condensed period ring (see §2.3), and RΓHK(X) de-
notes the Hyodo–Kato cohomology of X (Definition 3.14).5

(ii) We have natural isomorphisms in D(Modsolid
B+

dR

)

RΓB(X)⊗L �
B B+

dR ' RΓB+
dR

(X) ' RΓinf(X/B
+
dR)

compatible with the isomorphism (1.4). Here, RΓinf(X/B
+
dR) denotes the infinitesimal coho-

mology over B+
dR ([Guo21], §5.2.1).

If X is the base change to C of a rigid-analytic variety X0 defined over K, then we have a
natural isomorphism in D(Modsolid

B+
dR

)

RΓB+
dR

(X) ' RΓdR(X0)⊗L �
K B+

dR

compatible with the action of GK , and with filtrations. Here, RΓdR(X0) denotes the de Rham
cohomology of X0 (Definition 2.16).

The proof of Theorem 1.4 proceeds by constructing functorial local isomorphisms, which are then
globalized using some magical properties of the solid tensor product proved by Clausen–Scholze,
which rely on the theory of nuclear modules.

Remark 1.5 (Overconvergent Fargues–Fontaine cohomology). Thanks to the properties of the solid
tensor product, one can also easily deduce a version of Theorem 1.4 for X a dagger variety over C.
In particular, reinterpreting the latter result in terms of the Fargues–Fontaine curve (see §6.2), one
can deduce a generalization of [LB18b, Conjecture 6.3], as shown in Theorem 6.17: for i ≥ 0, given
X a qcqs dagger variety over C, the cohomology group H i

B(X) is a finite projective ϕ-module over
B; then, denoting by HiFF(X) the associated vector bundle on FF, we have a natural isomorphism

HiFF(X) ∼= E(H i
HK(X)) (1.5)

where H i
HK(X) is a finite (ϕ,N)-module over F̆ , and the right-hand side denotes the associated

vector bundle on FF; moreover, the completion at ∞ of (1.5) gives a natural isomorphism

HiFF(X)∧∞
∼= H i

inf(X/B
+
dR).

We note that (1.5) implies in particular that the vector bundle HiFF(X) determines, up to isomor-
phisms, the ϕ-module structure on H i

HK(X), and, while the latter is defined via log-geometry, the
former is defined directly on the generic fiber. In addition, one can also recover from HiFF(X) the
(ϕ, N)-module structure on H i

HK(X) (see Remark 6.18).6

As applications, using Theorem 1.4, via the relative fundamental exact sequence of p-adic Hodge
theory, we show the following result.

Theorem 1.6 (Theorem 7.1). Let X be a qcqs rigid-analytic variety defined over K. We have a
GK-equivariant pullback square in D(Modsolid

Qp )

5Forgetting the condensed structure, the Hyodo–Kato cohomology of X agrees with the one defined by Colmez–
Nizioł ([CN21a, §4]) in the case when X is smooth.

6We also remark that, recently, Binda–Kato–Vezzani, via a motivic approach, proposed a definition of the over-
convergent Hyodo–Kato cohomology theory without using log-geometry, [BKV22, Appendix A].
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RΓproét(XC ,Qp) (RΓHK(XC)⊗L �
F̆
Blog[1/t])N=0,ϕ=1

Fil0(RΓdR(X)⊗L �
K BdR) RΓdR(X)⊗L �

K BdR.

We note that Theorem 1.6 can be regarded as a derived generalization of (1.2): it tells us that the
rational p-adic (pro-)étale cohomology of XC can be recovered from the Hyodo–Kato cohomology
of XC and the de Rham cohomology of X together with its Hodge filtration.

1.3. Syntomic Fargues–Fontaine cohomology. The search for a theorem comparing the ratio-
nal p-adic pro-étale cohomology of any rigid-analytic variety over C in terms of the B-cohomology
and its filtration led us to define the following cohomology theory.

Definition 1.7. Let X be a rigid-analytic variety over C. Let i ≥ 0 be an integer. We define the
syntomic Fargues–Fontaine cohomology of X with coefficients in Qp(i) as the complex ofD(Modcond

Qp )

RΓsyn,FF(X,Qp(i)) := FiliRΓB(X)ϕ=pi

where RΓB(X) is endowed with the filtration décalée.

The first main result on the syntomic Fargues–Fontaine cohomology is the following.

Theorem 1.8 (Theorem 6.3). Let X be a rigid-analytic variety over C. Let i ≥ 0.
(i) We have a natural isomorphism in D(Modcond

Qp )

τ≤iRΓsyn,FF(X,Qp(i))
∼
−! τ≤iRΓproét(X,Qp(i)).

(ii) We have a natural isomorphism in D(Modcond
Qp )

RΓsyn,FF(X,Qp(i)) ' fib(RΓB(X)ϕ=pi ! RΓB+
dR

(X)/Fili).

We remark that the construction of the comparison morphisms in Theorem 1.8 is global in nature
and it can be extended to coefficients (see §7.5).

Combining Theorem 1.4 with Theorem 1.8, we obtain the following result. Cf. [LB18b, §6] and
[AMMN20, Theorem 7.13] for some related results in the proper good reduction case, and [CN21a,
Theorem 1.1] for smooth rigid-analytic varieties.

Theorem 1.9 (Theorem 7.2). Let X be a connected, paracompact, rigid-analytic variety defined
over K. For any i ≥ 0, we have a GK-equivariant isomorphism in D(Modsolid

Qp )

τ≤iRΓproét(XC ,Qp(i)) ' τ≤i fib((RΓHK(XC)⊗L �
F̆
Blog)N=0,ϕ=pi ! (RΓdR(X)⊗L �

K B+
dR)/Fili).

Another interesting fact about the syntomic Fargues–Fontaine cohomology concerns its close
relationship with the curve FF, as it can be guessed from its very definition. As explained in §6.2,
for any X qcqs rigid-analytic variety over C, the ϕ-equivariant filtered complex Fil?RΓB(X) lifts
to a filtered object

Fil?HFF(X)

of the ∞-category of quasi-coherent complexes QCoh(FF), in the sense of Clausen–Scholze (see
§A.3). Then, relying in particular on results of Andreychev on the analytic descent for nuclear
complexes on analytic adic spaces, [And21], we show the following theorem.
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Theorem 1.10 (Theorem 6.19). Let X be a qcqs rigid-analytic variety over C. Let i ≥ 0. Consider
the quasi-coherent complex on FF defined by

Hsyn(X)(i) := FiliHFF(X)⊗O(i).

We have
RΓ(FF,Hsyn(X)(i)) = RΓsyn,FF(X,Qp(i)).

If X is proper, the complex Hsyn(X)(i) is perfect, in particular the complex RΓsyn,FF(X,Qp(i))
identifies with the C-points of a bounded complex of Banach–Colmez spaces.

Remark 1.11 (Comparison with Fontaine–Messing/Colmez–Nizioł’s syntomic cohomology). Fix i ≥
0. In [CN20], via the alterations of Hartl and Temkin, Colmez–Nizioł, starting from the syntomic
cohomology of Fontaine–Messing, defined a syntomic cohomology theory for any smooth rigid-
analytic variety X over C, that here we will denote by RΓsyn,CN(X,Qp(i)). We observe that
Hj

syn,FF(X,Qp(i)) is isomorphic to Hj
syn,CN(X,Qp(i)) for any integer j ≤ i, as in this case the two

cohomology groups are both isomorphic to Hj
proét(X,Qp(i)); however, in general, for j > i, the

two cohomology groups are not isomorphic (see Example 6.36). This difference is reflected in the
fact that, for X proper, the complex RΓsyn,FF(X,Qp(i)) canonically lifts to a complex of vector
bundles on FF, as shown by Theorem 1.10, while the complex RΓsyn,CN(X,Qp(i)) canonically lifts
to a complex of ϕ-modules jaugés over B+, in the sense of Fargues ([Far15, Définition 4.15]), cf.
[Niz19, Theorem 1.1].7

1.4. Semistable conjectures. From the general derived comparison results we have stated above,
in particular from Theorem 1.6 and Theorem 1.9, one can deduce in some special cases a refined
description of the single rational p-adic (pro-)étale cohomology groups in terms of de Rham data.

For X a proper (possibly singular) rigid-analytic variety over C, we prove in Theorem 7.4 a
version of the semistable conjecture for X, generalizing Theorem 1.1. In the case when X is the
base change to C of a rigid-analytic variety X0 defined over K, this result relies on the degeneration
at the first page of the Hodge-de Rham spectral sequence associated to X0 ([Sch13a, Corollary
1.8], [Guo19, Proposition 8.0.8]). In general, we reduce to the previous case via a combination of
Conrad–Gabber’s spreading out for proper rigid-analytic varieties and a generic smoothness result
recently proved by Bhatt–Hansen, [BH22].

Another case in which the Hodge-de Rham spectral sequence simplifies is for smooth Stein spaces,
thanks to Kiehl’s acyclicity theorem. In this case, we show the following theorem which reproves
results of Colmez–Dospinescu–Nizioł [CDN20b] (in the semistable reduction case) and Colmez–
Nizioł [CN21b].

Theorem 1.12 (cf. Theorem 7.7). Let X be a smooth Stein space over C. For any i ≥ 0, we have
a short exact sequence in Modsolid

Qp

0! Ωi−1(X)/ ker d! H i
proét(X,Qp(i))! (H i

HK(X)⊗�
F̆
Blog)N=0,ϕ=pi ! 0.

Remark 1.13. A recent conjecture of Hansen, [Han21, Conjecture 1.10], suggests that any local
Shimura variety is a Stein space, therefore Theorem 1.12 potentially applies to any such variety.

7We recall that the category of ϕ-modules jaugés over B+ is equivalent to the category of modifications of vector
bundles on FF, [Far15, §4.2]. However, this is not an equivalence of exact categories, in the sense of Quillen.
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Remark 1.14 (A p-adic Artin vanishing for smooth Stein spaces). Let X be a smooth Stein space
over C. As a corollary of Theorem 1.12, we have that

H i
proét(X,Qp) = 0

for all i > dimX (Corollary 7.10).

For smooth affinoid rigid spaces, the Hodge-de Rham spectral sequence simplifies similarly to
smooth Stein spaces, thanks to Tate’s acyclicity theorem (see also Proposition 7.3). Therefore, in
view of Theorem 1.12, we are led to state the following conjecture.

Conjecture 1.15 (cf. Conjecture 7.11). Let X be a smooth affinoid rigid space over C. For any
i ≥ 0, we have a short exact sequence in Modsolid

Qp

0! Ωi−1(X)/ ker d! H i
proét(X,Qp(i))! (H i

HK(X)⊗�
F̆
Blog)N=0,ϕ=pi ! 0.

We remark that before the advent of condensed mathematics one couldn’t even dare to formulate
a conjecture in the spirit of the one above; in fact, for a smooth affinoid rigid space X over C,
the de Rham H i

dR(X) and Hyodo–Kato H i
HK(X) cohomology groups are in general pathological if

regarded as topological vector spaces (see [Bos21, Remark 5.14]).8 Instead, regarded as condensed
vector spaces, these objects are perfectly well-behaved, even though they are non-quasi-separated.
Then, exploiting the possibility (provided by the solid formalism) of doing functional analysis with
such new objects, we prove the following result.

Theorem 1.16 (cf. Theorem 7.12). Conjecture 7.11 holds true for X a smooth affinoid rigid space
over C of dimension 1.

We discuss in §7.4 the obstruction to proving Conjecture 7.11 in dimension higher than 1. We
note however that an analogue of Remark 1.14 for smooth affinoid spaces over C is known in any
dimension, thanks to a result of Bhatt–Mathew (see Lemma 7.13).

1.5. Link to prismatic cohomology: toward an integral theory. We conclude this introduc-
tion by conjecturing the existence of an integral variant of theB-cohomology theory for rigid-analytic
varieties, which in particular better explains the relation between the results of this paper and the
work of Bhatt–Morrow–Scholze and Česnavičius–Koshikawa.

In the following, we write yC for the (C,OC)-point of YFF corresponding to Fontaine’s map
θ : Ainf ! OC (and projecting to the point ∞ of FF). Let us recall the following result of Fargues.

Proposition 1.17 (Fargues, cf. [Far15, Proposition 4.45], [SW20, Theorem 14.1.1]). The following
two categories are equivalent:

(1) Shtukas (of vector bundles) over SpaC[ relative to SpaQp with one leg at ϕ−1(yC), i.e.
vector bundles E on SpaC[

.
× SpaQp := YFF

9 together with an isomorphism

ϕE : (ϕ∗E)|YFF\ϕ−1(yC)
∼= E|YFF\ϕ−1(yC)

which is meromorphic at ϕ−1(yC).

8There were previously some partial and ad hoc solutions to this issue. For example, in [CDN21], for X a
smooth affinoid over C of dimension 1, Colmez–Dospinescu–Nizioł considered the maximal Hausdorff quotient of the
topological F̆ -vector space H1

HK(X).
9To motivate the notation and the terminology, we recall that Y ♦FF

∼= (SpaC)♦ × (SpaQp)♦ as diamonds.
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(2) Admissible modifications of vector bundles on FF at ∞, i.e. triples (F1,F2, α) where F1 and
F2 are vector bundles on FF with F1 semistable of slope 0, and α : F1|FF \{∞} ∼= F2|FF \{∞}
is an isomorphism.

Now, given X a proper rigid-analytic variety over C, for i ≥ 0 we consider the modification of
the vector bundle HiFF(X) at ∞ given by the B+

dR-lattice

Fil0(H i
B+

dR

(X)⊗B+
dR
BdR) ⊂ HiFF(X)∧∞ ⊗B+

dR
BdR

∼= H i
ét(X,Qp)⊗Qp BdR

which gives an admissible modification of vector bundles on FF at ∞

(H i
ét(X,Qp)⊗Qp OFF, HiFF(X), α) (1.6)

(see Theorem 7.4). Then, inspired by Bhatt–Morrow–Scholze’s work, it is natural to wonder whether
one can give a direct geometric cohomological construction of the shtuka corresponding to (1.6)
via the above recalled Fargues’ equivalence, and how the latter compares to the Ainf -cohomology
theory in the semistable reduction case. More precisely, we formulate the following conjecture (for
simplicity, we restrict ourselves to proper rigid-analytic varieties).

We will consider the analytic adic space

YFF := Spa(Ainf , Ainf) \ V ([p[])

and denote by A the ring of analytic functions on YFF. We note that YFF ⊂ YFF is the open subset
defined by the locus where p 6= 0.

Conjecture 1.18. There exists a cohomology theory

RΓsht(X/YFF)

for proper rigid-analytic varieties X over C, taking values in shtukas of perfect complexes over SpaC[

relative to SpaZp with one leg at ϕ−1(yC) (i.e. perfect complexes E on SpaC[
.
× SpaZp := YFF

together with an isomorphism ϕE : (ϕ∗E)|YFF\ϕ−1(yC)
∼= E|YFF\ϕ−1(yC) which is meromorphic at

ϕ−1(yC)), and satisfying the following properties.
(i) If X is the generic fiber of a proper p-adic formal scheme X over OC with semistable reduction,

there is a natural isomorphism between RΓsht(X/YFF) and the shtuka of perfect complexes over
SpaC[ relative to SpaZp with one leg at ϕ−1(yC) associated to RΓAinf

(X)⊗Ainf
A.

(ii) Denoting by RΓsht(X/YFF) the restriction of RΓsht(X/YFF) to YFF, the cohomology groups
H i

sht(X/YFF) are shtukas of vector bundles over SpaC[ relative to SpaQp with one leg at
ϕ−1(yC), and the admissible modification of vector bundles on FF at ∞ defined in (1.6) cor-
responds to H i

sht(X/YFF) via Fargues’ equivalence (Proposition 1.17).

In the notation of Definition 1.2, a natural candidate for the cohomology theory conjectured above
is given by a lift of the complex RΓéh(X,LηµRα∗A) to YFF, where A is the v-site sheaf theoretic
version of the ring A, and µ = [ε]− 1 ∈ Ainf . However, it would be more interesting (especially for
questions related to cohomological coefficients) to give a definition of RΓsht(X/YFF) in the spirit of
prismatic cohomology ([BS22], [Dri22], [BL22]).10 We hope to come back on these questions in a
future work.

10More precisely, such definition would give a Frobenius descent of RΓsht(X/YFF).
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1.6. Leitfaden of the paper. We have organized the paper as follows. We begin by defining the
B-cohomology and the B+

dR-cohomology, together with their filtration décalée, in §2. In §3, we
revisit, in the condensed setting, the Hyodo–Kato cohomology of Colmez–Nizioł, and we extend it
to singular rigid-analytic varieties over C. In §4 and §5, we prove the first main result of the paper:
Theorem 1.4. We then proceed in §6 by introducing the syntomic Fargues–Fontaine cohomology
and proving Theorem 1.8 and Theorem 1.10; on the way, we also study nuclear complexes on the
Fargues–Fontaine curve. In §7, we give applications of the main results proven in the previous
sections, showing in particular Theorem 1.6 and Theorem 1.9. We end with Appendix A in which
we collect some complements on condensed mathematics used in the main body of the paper.

1.7. Notation and conventions.

Ground fields. Fix a prime number p. We denote by K a complete discretely valued non-
archimedean extension of Qp, with perfect residue field k, and ring of integers OK . We
choose a uniformizer $ of OK .

We fix an algebraic closure K of K. We denote by C := K̂ the completion of K, and
by OC its ring of integers. We denote by F the fraction field of the ring of Witt vectors
W (k), we write F̆ for the completion of the maximal unramified extension of F in K, and
we denote by OF̆ its ring of integers.

Moreover, we let GK := Gal(K/K) denote the absolute Galois group of K.

∞-categories. We will adopt the term∞-category to indicate a (∞, 1)-category, i.e. a higher
category in which all n-morphisms for n > 1 are invertible. We will use the language of
∞-categories, [Lur09], and higher algebra, [Lur17].

We denote by ∆ the simplicial category and, for every integer m ≥ 0, we write ∆≤m for
the full subcategory of ∆ having as objects [n] for 0 ≤ n ≤ m.

We denote by Ani := Ani(Set) the∞-category of anima, i.e. the∞-category of animated
sets, [CS21, §5.1.4].

Condensed mathematics. We fix an uncountable cardinal κ as in [Sch21, Lemma 4.1]. Un-
less explicitly stated otherwise, all condensed sets will be κ-condensed sets (and often the
prefix “κ” is tacit). We will denote by CondAb the category of κ-condensed abelian groups,
and by Solid ⊂ CondAb the full subcategory of κ-solid abelian groups.

Unless stated otherwise, all condensed rings will be κ-condensed commutative unital rings.
Given a (κ-)condensed ring A, we denote by Modcond

A the category of A-modules in CondAb,
and, for A a solid ring, we denote by Modsolid

A the symmetric monoidal subcategory of A-
modules in Solid, endowed with the solid tensor product ⊗�A. We denote by D(Modcond

A )

and D(Modsolid
A ) the respective derived∞-categories, and sometimes we abbreviate D(A) =

D(Modcond
A ). Moreover, we write HomA(−,−) for the internal Hom in the category Modcond

A

(and in the case A = Z, we often omit the subscript Z).

Throughout the paper, we use Clausen–Scholze’s non-archimedean condensed function
analysis, for which we refer the reader to [Bos21, Appendix A].
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Condensed group cohomology. Given a condensed groupG, and aG-moduleM in CondAb,
the condensed group cohomology of G with coefficients in M will be denoted by

RΓcond(G,M) := RHomZ[G](Z,M) ∈ D(CondAb)

where Z is endowed with the trivial G-action (see e.g. [Bos21, Appendix B]).

Adic spaces. We say that an analytic adic spaceX is κ-small if the cardinality of the underly-
ing topological space |X| is less than κ, and for all open affinoid subspaces Spa(R,R+) ⊂ X,
the ring R has cardinality less than κ. In this paper, all the analytic adic spaces will be
assumed to be κ-small.

Throughout the article, all Huber rings will be assumed to be complete, and will be
regarded as condensed rings.

Pro-étale topology. We recall that there is a natural functor X 7! X♦ from the category
of analytic adic spaces defined over Spa(Zp,Zp) to the category of locally spatial diamonds,
satisfying |X| = |X♦| and Xét

∼= X♦ét, [Sch21, Definition 15.5, Lemma 15.6].

For X an analytic adic space defined over Spa(Zp,Zp), we denote by

Xproét := X♦qproét

its (κ-bounded) pro-étale site, [Sch21, Definition 14.1].

Given f : X ! Spa(C,OC) an analytic adic space over C, and F a sheaf of abelian groups
on Xproét, we define the complex of D(CondAb)

RΓproét(X,F) := Rfproét ∗F
(see also [Bos21, Definition 2.7, Remark 2.9]).

Fargues–Fontaine curves. For S = Spa(R,R+) an affinoid perfectoid space over Fp, we let

YFF,S := Spa(W (R+),W (R+)) \ V (p[p[]).

We recall that YFF,S defines an analytic adic space over Qp, [FS21, Proposition II.1.1]. The
p-th power Frobenius on R+ induces an automorphism ϕ of YFF,S whose action is free and
totally discontinuous, [FS21, Proposition II.1.16]. The Fargues–Fontaine curve relative to S
(and Qp) will be denoted by

FFS := YFF,S/ϕ
Z. (1.7)

For I = [s, r] ⊂ (0,∞) an interval with rational endpoints, we define the open subset

YFF,S,I := {|p|r ≤ |[p[]| ≤ |p|s} ⊂ YFF,S . (1.8)

We note that YFF,S,I is an affinoid space, as it is a rational open subset of Spa(W (R+),W (R+)).
We denote by Bun(FFS) the category of vector bundles on FFS , and by IsocFp the category

of isocrystals over Fp (also called finite ϕ-modules over Q̆p), i.e. the category of pairs (V, ϕ)

with V a finite-dimensional Q̆p-vector space and ϕ a σ-semilinear automorphism of V , where
σ is the automorphism of Q̆p = W (Fp)[1/p] induced by the p-th power Frobenius on Fp.

Recall that we have a natural exact ⊗-functor
IsocFp ! Bun(FFS), (V, ϕ) 7! E(V, ϕ).
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For λ ∈ Q, we denote by (Dλ, ϕλ) the simple isocrystal over Fp of slope λ in the Dieudonné–
Manin classification, and we let

OFFS (−λ) := E(Dλ, ϕλ).

In particular, for n ∈ Z, we have

OFFS (n) = E(Q̆p, p
−nσ).

In the case S = Spa(C[,OC[), we omit the subscript S from (1.7) and (1.8).

We will often use the classification of vector bundles on FF (see [FF18, §8], [FS21, Theo-
rem II.0.3]): the functor IsocFp ! Bun(FF) induces a bijection on isomorphism classes; in
particular, any vector bundle on FF is isomorphic to a direct sum of vector bundles of the
form OFF(λ) with λ ∈ Q.

We will denote by ∞ the (C,OC)-point of the curve FF corresponding to Fontaine’s map
θ : W (OC[)! OC , and

ι∞ : Spa(C,OC)! FF

the inclusion map.

Rigid-analytic varieties. All rigid-analytic varieties, and all dagger varieties ([GK00]), oc-
curring in this work will be assumed to be quasi-separated, and of finite dimension.

We say that a rigid-analytic/dagger variety X is paracompact if it admits an admissible
locally finite affinoid covering, i.e. there exists an admissible covering {Ui}i∈I of X by
affinoid subspaces such that for each index i ∈ I the intersection Ui ∩ Uj is non-empty for
at most finitely many indices j ∈ I.

We recall that a paracompact rigid-analytic variety is taut, [Hub96, Definition 5.1.2,
Lemma 5.1.3], and it is the admissible disjoint union of connected paracompact rigid-analytic
varieties of countable type, i.e. having a countable admissible affinoid covering, [dJvdP96,
Lemma 2.5.7]. We refer the reader to [Bos21, §5.2] for further recollections on paracompact
rigid-analytic varieties.

Formal schemes. Unless explicitly stated otherwise, all formal schemes will be assumed to
be p-adic and locally of finite type.
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2. Preliminaries

In this first section, our goal is to define the B-cohomology together with its filtration décalée.
Along the way, we will establish several preliminary technical results, which will be used in the rest
of the paper.

2.1. Décalage functors and Beilinson t-structure. In this subsection, we will recall an interpre-
tation of the décalage functor in terms of the connective cover functor for the Beilinson t-structure.

2.1.1. Décalage functors. We shall use the following notation.

Notation 2.1. Let (T,OT ) be a ringed topos and let (f) ⊂ OT be an invertible ideal sheaf. We
will write D(OT ) for the derived category of OT -modules.

The following slight generalization of [BMS18, Definition 6.2], which goes back to Berthelot–Ogus,
will be used in particular in §6.3.

Definition 2.2 (cf. [BO78, Definition 8.6]). Let δ : Z ! Z be a function. Let M• be an f -
torsion-free complex of OT -modules. We denote by ηδ,f (M•) the subcomplex of M•[1/f ] defined
by

ηδ,f (M•)i := {x ∈ f δ(i)M i : dx ∈ f δ(i+1)M i+1}.
In the case δ = id, we put ηf (−) := ηid,f (−).

Remark 2.3. We note that the definition of ηδ,f (−) depends on the ideal sheaf (f) ⊂ OT and it is
independent on the chosen generator of the latter.

Proposition 2.4 (cf. [BO78, Proposition 8.19]). Let δ : Z! Z be a non-decreasing function. The
functor ηδ,f from f -torsion-free complexes of OT -modules to D(OT ) factors canonically over the
décalage functor (relative to (f) and δ)

Lηδ,f : D(OT )! D(OT ).

Proof. First, recall that every complex of OT -modules is quasi-isomorphic to an f -torsion-free com-
plex of OT -modules, [BMS18, Lemma 6.1]. We want to show that the endo-functor ηδ,f on the
category of f -torsion-free complexes of OT -modules preserves quasi-isomorphisms. The latter as-
sertion is implied by the following claim (cf. [BMS18, Lemma 6.4]): given M• an f -torsion-free
complex of OT -modules, for all i ∈ Z, the multiplication by f δ(i) map, i.e. tensoring by −⊗OT (f δ(i)),
induces an isomorphism

H i(M•)/H i(M•)[f δ(i)−δ(i−1)]
∼
! H i(ηδ,fM

•)

(note that δ(i)− δ(i− 1) ≥ 0 by assumption on the function δ : Z! Z). For this, let Zi(M•) ⊂M i

and Zi(ηδ,fM•) ⊂ (ηδ,fM
•)i denote the cocycles. By f -torsion-freeness of the terms of the complex

M•, the multiplication by f δ(i) map induces an isomorphism

Zi(M•) ∼= Zi(ηδ,fM
•)

which in turn induces a surjection

H i(M•)� H i(ηδ,fM
•).

Moreover, given a cocycle z ∈ Zi(M•) mapping to the zero class of H i(ηδ,fM
•) via multiplication

by f δ(i), we have that f δ(i)z = d(f δ(i−1)y) for some y ∈M i−1, i.e. f δ(i)−δ(i−1)z = dy, which means
that the image of z in H i(M•) is f δ(i)−δ(i−1)-torsion, as claimed. �
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2.1.2. Beilinson t-structure. Next, as promised, we want to recall the ∞-categorical interpretation
of the décalage functor Lηf (−) as the connective cover functor for the Beilinson t-structure.

Notation 2.5. Let A be a commutative unital ring. Let D(A) denote the derived ∞-category of
A-modules. We write

DF (A) := Fun(Zop, D(A))

for the filtered derived ∞-category of A-modules. Given F ∈ DF (A), for i ∈ Z, we define the i-th
graded piece of F as the cofiber

gri(F ) := F (i)/F (i+ 1).

We refer the reader to [BMS19, §5.1] for recollections on filtered derived ∞-categories.

Definition 2.6 ([BMS19, Definition 5.3]). Let DF≤0(A) ⊂ DF (A) be the full ∞-subcategory
spanned by those F such that gri(F ) ∈ D≤i(A) for all i ∈ Z, and let DF≥0(A) ⊂ DF (A) be the
full ∞-subcategory spanned by those F such that F (i) ∈ D≥i(A) for all i ∈ Z. The pair

(DF≤0(A), DF≥0(A))

is called the Beilinson t-structure on DF (A).

Note that the t-structure depends only on the triangulated category underlying the derived ∞-
category D(A). The definition above is justified by the following result.

Proposition 2.7 ([BMS19, Theorem 5.4]). Fix notation as in Definition 2.6.
(i) The Beilinson t-structure (DF≤0(A), DF≥0(A)) is a t-structure on DF (A).
(ii) Denoting by

τ≤0
Beil : DF (A)! DF≤0(A)

the connective cover functor for the Beilinson t-structure on DF (A), there is a natural iso-
morphism

gri ◦τ≤0
Beil(−) ' τ≤i ◦ gri(−).

(iii) Denote by
H0

Beil : DF (A)! DF (A)♥ := DF≤0(A) ∩DF≥0(A)

the 0-th cohomology functor for the Beilinson t-structure. The heart DF (A)♥ is equivalent to
the abelian category Ch(A) of chain complexes of A-modules in abelian groups, via sending,
for varying F ∈ DF (A), the 0-th cohomology H0

Beil(F ) ∈ DF (A)♥ to the chain complex
(H•(gr•(F )), d) with differential d induced by the boundary map for the exact triangle

gri+1(F )! F (i)/F (i+ 2)! gri(F ).

In the following, let f be a non-zero-divisor in A.

Proposition 2.8. Let M ∈ D(A). Define Fil? LηfM ∈ DF (A) the filtration on LηfM whose i-th
level is given by Lηεi,fM , where εi : Z ! Z, j 7! max(i, j). Denote by f? ⊗ M ∈ DF (A) the
filtration on M whose i-th level is given by f i⊗AM . Then, Fil? LηfM identifies with τ≤0

Beil(f
?⊗M)

in DF (A).

Proof. First, note that the function εi is non-decreasing, hence it satisfies the assumptions of Propo-
sition 2.4. Then, the statement is contained in the proof of [BMS19, Proposition 5.8]. �
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Definition 2.9. Given M ∈ D(A), we call the filtration Fil? LηfM defined in Proposition 2.8 the
filtration décalée on LηfM .

The definitions and the results above extend to any ringed topos (or site). In particular, they
extend to the case of the ringed site (∗κ- proét, A), for κ cut-off cardinal as in §1.7, where ∗κ- proét is
the site of κ-small profinite sets, with coverings given by finite families of jointly surjective maps,
and A is a κ-condensed ring.

2.2. The éh-topology. In this subsection, we recall the definition of the éh-site for rigid-analytic
varieties, introduced by Guo, and we consider its variant for dagger varieties. This site will be
used crucially in the definition of the B-cohomology theory for arbitrary (possibly singular) rigid-
analytic/dagger varieties.

2.2.1. Definition of the éh-site. We will use the following notation and conventions.

Notation and conventions 2.10. We denote by L a characteristic 0 complete valued field with
a non-archimedean valuation of rank 1 and residue characteristic p. We write RigL (resp. Rig†L)
for the category of rigid-analytic (resp. dagger) varieties over L, and we denote by RigSmL (resp.
RigSm†L) the category of smooth rigid-analytic (resp. dagger) varieties over L.

We refer the reader to [GK00] for the foundations of dagger varieties (also called overconvergent
rigid varieties), and to [Vez18, §2] for a quick recollection of the definitions and the main results on
the subject, which we will freely use in the following.

Given a dagger variety X = (X̂,O†) over L with underlying rigid-analytic variety X̂ and over-
convergent structure sheaf O†, we say that X̂ is the limit of X, and vice versa that X is a dagger
structure on X̂, [Vez18, Definition 2.22]; moreover, we regard O† as a sheaf with values in Modcond

L .

Before defining the éh-site for rigid-analytic and dagger varieties, we need to introduce the notion
of blowing-up. The construction of the blow-up of a rigid-analytic variety along a closed analytic
subset, as well as the verification of its universal property, is due to Conrad, [Con06, §4.1]. In turn,
such construction relies on the definition of the relative analytified Proj, [Con06, §2.3], denoted
Projan. We note that the latter definition translates verbatim to dagger varieties (replacing the
structure sheaf with the overconvergent structure sheaf). We can then give the following definition
(see [Con06, Definition 4.1.1]).

Definition 2.11. Let X be a rigid-analytic (resp. dagger) variety over L, and let Z = V (I) be the
Zariski closed subset defined by a coherent ideal sheaf I over X. The blow-up of X along Z is the
rigid-analytic (resp. dagger) variety over X defined by

BlZ(X) := Projan(⊕n≥0 In).

Remark 2.12. Keeping the notation above, the blow-up of X along Z has the following universal
property (see the discussion after [Con06, Definition 4.1.1]): BlZ(X)! X is the final object in the
category of morphisms f : Y ! X in RigL (resp. Rig†L) such that the coherent pullback f∗I is
invertible.

Definition 2.13 ([Guo19, Definition 2.4.1]). The big éh-site RigL,éh (resp. Rig†L,éh) is the Grothendieck
topology on the category RigL (resp. Rig†L), such that the covering families are generated by étale
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coverings, universal homeomorphisms, and morphisms

BlZ(Y ) t Z ! Y

with Z a closed analytic subset of Y .
Given X a rigid-analytic (resp. dagger) variety over L, we define the small éh-site Xéh as the

localization of the site RigL,éh (resp. Rig†L,éh) at the object X.

The definition above is designed to make the following result hold true.

Proposition 2.14 (cf. [Guo19, Corollary 2.4.8]). Let X be a quasi-compact, reduced, rigid-analytic
(resp. dagger) variety over L. Then, there exists a proper éh-covering f : Y ! X with Y a smooth
rigid-analytic (resp. dagger) variety over L.

Proof. We will check that the proof of [Guo19, Corollary 2.4.8] also holds for dagger varieties.
Since X is quasi-compact and reduced, by Temkin’s non-embedded desingularization theorem,

[Tem12, Theorem 1.2.1, Theorem 5.2.2], there exists a finite sequence of blowups

Xn ! Xn−1 ! · · ·! X0 = X

such that Xn smooth, with Xj = BlZj−1(Xj−1) the blowup of Xj−1 along a smooth Zariski closed
subset Zj−1 of Xj−1.11 In fact, we note that loc. cit. also applies in the case when X is a dagger
variety, as any dagger L-algebra is an excellent ring: this follows from a criterion of Matsumura
[Mat80, Theorem 102], using that Washnitzer algebras are regular, [GK00, Proposition 1.5], and L
has characteristic 0.

In conclusion, the morphism
Y := Xn

⊔(
tn−1
i=0 Zi

)
! X

is a proper éh-covering with Y smooth. �

Remark 2.15. Let X be a rigid-analytic (resp. dagger) variety over L. By Proposition 2.14, the
Y ∈ Xéh, with Y a smooth rigid-analytic (resp. dagger) variety over L, form a basis of Xéh. In fact,
for any rigid-analytic (resp. dagger) variety Z over L, denoting by Zred the reduced subspace of Z,
the natural map Zred ! Z is a universal homeomorphism, hence it is an éh-covering.

2.2.2. Differential forms and de Rham cohomology of singular varieties. Next, we want to
state a condensed version of Guo’s descent result for the éh-differentials (Proposition 2.17), which
will be useful in the following sections. For this, we refer the reader to [Bos21, §5.1] for a discussion
on how to translate classical results on coherent cohomology of rigid-analytic varieties into the
condensed setting.

The following definition is based on Proposition 2.14 (and Remark 2.15).

Definition 2.16. Let X be a rigid-analytic variety over L. Denote by Bsm
éh the basis of the site Xéh

consisting of all smooth Y ∈ Xéh. For i ≥ 0, we define Ωi
Xéh

as the sheaf on Xéh, with values in
Modcond

L , associated to the presheaf

(Bsm
éh )op ! Modcond

L : Y 7! Ωi
Y (Y ).

11We observe that in loc. cit. the blow-ups considered are analytification of scheme-theoretic blow-ups. However,
by the universal property in Remark 2.12, we have natural comparison morphisms between the blow-up in the sense
of Definition 2.11 and the analytification of the scheme-theoretic blow-up, which are isomorphisms.
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Denote by Ω•Xéh
the de Rham complex of X, given by

Ω•Xéh
:= [OXéh

d
! Ω1

Xéh

d
! Ω2

Xéh

d
! · · · ].

We define the de Rham cohomology of X (over L) as

RΓdR(X) := RΓ(X,Ω•Xéh
) ∈ D(Modcond

L )

and endow it with the Nop-indexed filtration Fil?RΓdR(X) := RΓ(X,Ω≥?Xéh
), called Hodge filtration.

The next result shows in particular that in the smooth case the de Rham cohomology defined
above agrees with the usual de Rham cohomology.

Proposition 2.17 ([Guo19, Theorem 4.0.2]). Let X be a smooth rigid-analytic variety over L. Let
π : Xéh ! Xét be the natural morphism of sites. Then, for each i ≥ 0, we have

Rπ∗Ω
i
Xéh

= Ωi
Xét

[0]

as complexes of sheaves with values in Modcond
L .

The following boundedness result will also be useful in the sequel.

Proposition 2.18 ([Guo19, Theorem 6.0.2]). Let X be a qcqs rigid-analytic variety over L of
dimension d. Then, H i(X,Ωj

Xéh
) vanishes if i > d or j > d.

From the proposition above we deduce the following corollary.

Corollary 2.19. Let X be a qcqs rigid-analytic variety over L of dimension d. Then, the de Rham
cohomology complex RΓdR(X) lies in D≤2d(Modsolid

L ).

2.3. Period sheaves. In this subsection, we first recall the definitions of the pro-étale sheaf-
theoretic version of the classical period rings of Fontaine, and we introduce a log-variant of the
pro-étale sheaf-theoretic version B of the ring B of analytic functions on YFF, i.e. the log-crystalline
pro-étale period sheaf Blog. Then, after some preliminary complementary results on the pro-étale
period sheaves (and condensed period rings), we recall that, thanks to results of Scholze [Sch21],
the pro-étale period sheaves satisfy v-descent.

2.3.1. Pro-étale period sheaves.

Definition 2.20. Let X be an analytic adic space over Spa(Zp,Zp). We define the integral proét-
structure sheaf Ô+

X and the proét-structure sheaf ÔX as the sheaves onXproét satisfying respectively

Ô+
X(Y ) := O+

Y ]
(Y ]), ÔX(Y ) := OY ](Y ])

for all perfectoid spaces Y ∈ Xproét.

We recall that, thanks to [Sch21, Theorem 8.7], Ô+
X and ÔX are indeed sheaves.

Definition 2.21. Let X be an analytic adic space over Spa(Qp,Zp). The following are defined to
be sheaves on Xproét.

(i) The tilted integral proét-structure sheaf Ô[+X = lim −ϕ Ô
+
X/p, where the inverse limit is taken

along the Frobenius map ϕ.
(ii) The sheaves Ainf = W (Ô[+X ) and Binf = Ainf [1/p]. We have a morphism of pro-étale sheaves

θ : Ainf ! Ô+
X that extends to θ : Binf ! ÔX .
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(iii) We define the positive de Rham sheaf B+
dR = lim −n∈N Binf/(ker θ)n, with filtration given by

Filr B+
dR = (ker θ)rB+

dR.
(iv) Let t be a generator of Fil1 B+

dR.
12 We define the de Rham sheaf BdR = B+

dR[1/t], with filtration
Filr BdR =

∑
j∈Z t

−j Filr+j B+
dR.

Notation 2.22. In the following, we denote by v(−) the valuation on OC[ defined as follows: for
x ∈ OC[ , we define v(x) as the p-adic valuation of x] ∈ OC .
Definition 2.23. Let X an analytic adic space over Spa(C,OC). Let I = [s, r] be an interval of
(0,∞) with rational endpoints, and let α, β ∈ OC[ with valuation v(α) = 1/r and v(β) = 1/s. We
define the following sheaves on Xproét

Ainf,I = Ainf

[
p

[α]
,
[β]

p

]
, AI = lim −

n

Ainf,I/p
n, BI = AI [1/p].

Moreover, we define the sheaf on Xproét

B = lim −
I⊂(0,∞)

BI

where I runs over all the compact intervals of (0,∞) with rational endpoints.

We recall the following interpretation of the latter period sheaves defined above in terms of the
curves YFF,S (see §1.7 for the notation).

Lemma 2.24 ([Bos21, Lemma 4.14]). Let S] be an affinoid perfectoid space over Spa(C,OC), and
let S = (S])♦. Let I = [s, r] ⊂ (0,∞) be an interval with rational endpoints. Then, we have

BI(S]) = O(YFF,S,I), B(S]) = O(YFF,S).

The following fundamental exact sequences of p-adic Hodge theory summarize the relevant rela-
tions between the various rational period sheaves.

Proposition 2.25. Let X an analytic adic space over Spa(C,OC). Let i ≥ 0 be an integer. We
have the following exact sequences of sheaves on Xproét

0! Bϕ=pi ! B ϕp−i−1
−−−−−! B! 0 (2.1)

0! Qp(i)! Bϕ=pi ! B+
dR/Fili B+

dR ! 0. (2.2)

Proof. See e.g. [Bos21, Proposition 4.16]. �

Corollary 2.26. Let X be an analytic adic space over Spa(C,OC). We have the following exact
sequences of sheaves on Xproét

0! Be ! B[1/t]
ϕ−1
! B[1/t]! 0 (2.3)

0! Qp ! Be ! BdR/B+
dR ! 0 (2.4)

where Be := B[1/t]ϕ=1.

Proof. See [LB18a, Proposition 8.5] and [Bos21, Corollary 4.18]. �

12Such a generator exists locally on Xproét, it is a non-zero-divisor and unique up to unit, by [Sch13a, Lemma 6.3].
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2.3.2. Log-crystalline period sheaves. We recall that Fargues–Fontaine defined in [FF18, §10.3.1] the
log-crystalline period ring

Blog := B ⊗SymZO
×
C[

SymZ(C[)×

where SymZ(−) denotes the symmetric algebra over Z. The ring Blog is endowed with an action of
the Galois group GK , a Frobenius ϕ, and a monodromy operator N for which BN=0

log = B. Moreover,
there is a (non-canonical) isomorphism of rings

B[U ]
∼
! Blog, U 7! log[p[]

where B[U ] denotes the ring of polynomials over B in the variable U .

Now, keeping the notation of Definition 2.23, we introduce a pro-étale sheaf-theoretic version of
the ring Blog.

Definition 2.27. Let X be an analytic adic space over Spa(C,OC). Let I = [s, r] be an interval
of (0,∞) with rational endpoints, and let α, β ∈ OC[ with valuation v(α) = 1/r and v(β) = 1/s.
We define the following sheaves on Xproét

Blog := B[U ], Blog,I := BI [U ].

We endow Blog (resp. Blog,I) with a Frobenius ϕ and a Galois action extending the ones on B
(resp. BI) by setting ϕ(U) := pU , and, for g ∈ GK ,

g(U) := U + log[g(p[)/p[]. (2.5)

Moreover, we equip Blog and Blog,I with a monodromy operator N := − d
dU .

Let us list some useful basic properties of Blog.

Remark 2.28. The action of GK on Blog defined above commutes with ϕ and N , and we have
Nϕ = pϕN .

Remark 2.29. We have the following exact sequence of sheaves on Xproét

0! B! Blog
N
−! Blog ! 0.

Remark 2.30. For I = [s, r] an interval of (0,∞) with rational endpoints such that s ≤ 1 ≤ r, we
have a natural inclusion

BI ↪! B+
dR.

The induced inclusion B ↪! B+
dR extends to a GK-equivariant injection Blog ↪! B+

dR, via sending U
to log([p[]/p) (see the proof of [FF18, Proposition 10.3.15]).

In this article, we will adopt the following notation and conventions.

Notation and conventions 2.31.
Condensed period rings. We denote by Ainf , B+

dR, BdR, B, Blog, the condensed rings given
respectively by the sheaves Ainf , B+

dR, BdR, B, Blog on the site Spa(C,OC)proét and, for any
compact interval I ⊂ (0,∞) with rational endpoints, we similarly define Ainf,I , AI , BI ,
Blog,I .13 In addition, we denote by Acris, B+

cris, B
+
st the condensed version14 of the crystalline

and semistable period rings of Fontaine (relative to OC), [Fon94].

13See [Bos21, Corollary 4.9, Example 4.10] for the relation to the classical topological period rings.
14We take Fontaine’s definitions in condensed sets.
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Orientation. We fix a compatible system (1, εp, εp2 , . . .) of p-th power roots of unity in OC ,
which defines an element ε ∈ O[C . We denote by [ε] ∈ Ainf its Teichmüller lift and µ =
[ε]− 1 ∈ Ainf . Furthermore, we let ξ = µ/ϕ−1(µ) ∈ Ainf and t = log[ε] ∈ B.

Let us collect some useful facts on the above-defined (condensed) period rings, that we will
repeatedly use in the following.

Remark 2.32. Let us recall that, for a compact interval I ⊂ [1/(p− 1),∞) with rational endpoints,
we have that Acris ⊂ AI (see e.g. [CN17, §2.4.2]). In particular, for any such interval I, we also
have B+

st ⊂ Blog,I , via the (non-canonical) identification

B+
cris[U ]

∼
! B+

st , U 7! log[p[] (2.6)

where we endow B+
cris[U ] with a Frobenius ϕ extending the one on B+

cris by setting ϕ(U) := pU , a
Galois action extending the one on B+

cris as in (2.5), and we equip it with a monodromy operator
N := − d

dU .

We will also need the following result.

Lemma 2.33. Let I ⊂ (0,∞) be a compact interval with rational endpoints. The system of ideals
of the ring AI defined by (pnAI)n≥1 and ({x ∈ AI : µx ∈ pnAI})n≥1 are intertwined.

Proof. We will proceed by noetherian approximation, adapting the proof of [BMS18, Lemma 12.8
(ii)]. We define Λ := ZpJT1, T2K, and we regard Ainf as a Λ-module via the Zp-linear map

Λ! Ainf , T1 7! [ε], T2 7! [p[]. (2.7)

First, note that µ is the image of T1 − 1 under the map (2.7). By setting

Λinf,I := Λ

[
p

T
1/r
2

,
T

1/s
2

p

]
we have that Ainf,I = Ainf⊗Λ Λinf,I . In particular, denoting by ΛI the p-adic completion of Λinf,I , we
have AI = Ainf⊗̂ΛΛI , where the latter completion is p-adic. Then, it suffices to prove the statement
with the ring ΛI in place of AI . For this, observing that ΛI is noetherian, we conclude by the Artin-
Rees lemma ([Sta20, Tag 00IN]) for the system of ideals (pnΛI)n≥1 of ΛI , and (T1− 1)ΛI ⊂ ΛI . �

2.3.3. v-descent. As announced, our next goal is to state a consequence of Scholze’s v-descent results
in [Sch21], which will serve as a tool to prove the main comparison results of this paper for singular
rigid-analytic varieties. To state the desired result we need some preliminary definitions.

Definition 2.34. Let X be an analytic adic space defined over Spa(Zp,Zp). We denote by

Xv := X♦v

its v-site.

We recall from [Sch21, Theorem 8.7] that the presheaves O+ : Y 7! O+
Y (Y ) and O : Y 7! OY (Y )

on the v-site of all (κ-small) perfectoid spaces are sheaves. Then, similarly to Definition 2.20, we
can give the following definition.
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Definition 2.35. Let X be an analytic adic space defined over Spa(Zp,Zp). We define the integral
v-structure sheaf Ô+

X and the v-structure sheaf ÔX on Xv by setting respectively

Ô+
X(Y ) := O+

Y ]
(Y ]), ÔX(Y ) := OY ](Y ])

for all perfectoid spaces Y ∈ Xv.

Then, we can introduce the following notation.

Notation 2.36. For X an analytic adic space over Spa(C,OC), starting from the integral v-
structure sheaf Ô+

X , we define an analogue of the pro-étale period sheaves in §2.3.1 on the v-site
Xv. By a slight abuse of notation, we denote such v-sheaves with the same symbol as the respective
pro-étale period sheaves, adding a subscript (−)v, resp. (−)proét, in case of potential confusion.

Proposition 2.37. Let I ⊂ (0,∞) be a compact interval with rational endpoints, and let m ≥ 1 be
an integer. Let

B ∈ {BI ,B,B+
dR,B

+
dR/Film}. (2.8)

(i) For any Z affinoid perfectoid space over Spa(C,OC), we have H i
v(Z,B) = 0 for all i > 0.

(ii) Let X an analytic adic space over Spa(C,OC). Let λ : Xv ! Xproét denote the natural
morphism of sites. Then, we have

Rλ∗Bv = Bproét.

In particular, the pro-étale cohomology of B satisfies v-hyperdescent.

Proof. By standard reduction steps (see e.g. [Bos21, Proposition 4.7] and the references therein),
part (i) follows from the almost vanishing of H i

v(Z, Ô+
X) for i > 0, which is proven in greater

generality in [Sch21, Proposition 8.8].
For part (ii), by definition we have λ∗Bv = Bproét. Then, we want to show that Riλ∗Bv = 0

for i > 0. This follows from part (i) recalling that Riλ∗Bv is the sheafification of the presheaf
U 7! H i

v(U,B) on Xproét, and affinoid perfectoid spaces in Xproét form a basis of the site. �

2.4. B-cohomology and B+
dR-cohomology. Now, we can finally define the B-cohomology and

the B+
dR-cohomology theories for rigid-analytic varieties over C.

In the following, for X a rigid-analytic variety over C, we denote by Xét,cond the site introduced
in [Bos21, Definition 2.13], and similarly we define the site Xéh,cond. Note that we have a natural
morphism of sites

α : Xv ! Xéh,cond.

A feature of the site Xéh,cond (as opposed to the site Xéh) is that the pushfoward along α retains
the information captured by profinite sets.15

Definition 2.38. Let X be a rigid-analytic variety over C. We denote by α : Xv ! Xéh,cond the
natural morphism of sites. Let I ⊂ (0,∞) be a compact interval with rational endpoints, and let
m ≥ 1 be an integer. Given

B ∈ {BI ,B,B+
dR,B

+
dR/Film}

we write B = BSpa(C)proét
for the corresponding condensed period ring.

15We refer the reader to [Bos21, §2.3] for a more detailed discussion.
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We define the B-cohomology of X as the complex of D(Modcond
B )

RΓB(X) := RΓéh,cond(X,LηtRα∗B).

We endow RΓB(X) with the filtration induced by the filtration décalée of Definition 2.9.

Remark 2.39 (Frobenius on the B-cohomology). Since ϕ(t) = pt, the Frobenius automorphism of B
induces a ϕB-semilinear automorphism

ϕ : RΓB(X)! RΓB(X)

which preserves the filtration décalée.

Next, we begin to study some basic properties of the B-cohomology theory. As a preparation,
we state the following boundedness result which relies on an improved version of the almost purity
theorem recently proved by Bhatt–Scholze, [BS22, Theorem 10.9].

Proposition 2.40 (cf. [Guo19, Proposition 7.5.2], [Zav22, Theorem 6.10.3]). Let X be a rigid-
analytic variety over C of dimension d. Let ν : Xproét ! Xét,cond denote the natural morphisms of
sites. Let B any of the period sheaves of (2.8). Then, Riν∗B vanishes for all i > d.

Proof. We will show that for any affinoid rigid spaceX over C of dimension d, we haveH i
proét(X,B) =

0 for all i > d. By Noether normalization lemma, [Bos14, §3.1, Proposition 3], there exists a finite
morphism f : X ! DdC , where the target denotes the d-dimensional unit closed disk over C. Then,
by [Zav22, Lemma 6.10.2],16 the diamond X♦ admits a Zp(1)d-torsor for the v-topology

X̃♦ ! X♦ (2.9)

where X̃♦ is a diamond representable by an affinoid perfectoid space. Considering the Cartan–Leray
spectral sequence associated to (2.9), by [Bos21, Proposition 4.12] and Proposition 2.37, we have
an isomorphism

RΓcond(Zp(1)d, H0(X̃♦,B))
∼
! RΓproét(X,B).

Then, the statement follows from [Bos21, Proposition B.3], which implies that Zp(1)d ∼= Zdp has
cohomological dimension d. �

The following lemma will be useful to reduce the study of the B-cohomology theory to the study
of the BI -cohomology theories for suitable intervals I ⊂ (0,∞).

Lemma 2.41 (cf. [LB18b, Lemma 4.3]). With notation as in Definition 2.38, the natural maps

LηtRα∗B! R lim −
I

LηtRα∗BI LηtRα∗B+
dR ! R lim −

m

LηtRα∗(B+
dR/Film). (2.10)

are isomorphisms compatible with the filtration décalée.

Proof. We prove that the left map in (2.10) is an isomorphism compatible with filtrations (for the
right map in (2.10) the proof is similar and easier). By [BMS19, Lemma 5.2, (1)], it suffices to
show that the limit of the filtrations of the source and the target agree, and that such map is an
isomorphism on graded pieces.

16This lemma relies on [BS22, Theorem 10.11], and hence on [BS22, Theorem 10.9].
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For the first assertion, by the uniform boundedness of the complexes Rα∗B and Rα∗BI for varying
compact intervals I ⊂ (0,∞) with rational endpoints, which follows from Proposition 2.40, we can
reduce to showing that the natural map

Rα∗B! R lim −
I

Rα∗BI

is an isomorphism. This follows recalling that the natural map B! R lim −I BI is an isomorphism: in
fact, using [Sch13a, Lemma 3.18], we can reduce to checking this on each affinoid perfectoid space
Z over Spa(C,OC), where it follows from the topological Mittag-Leffler property of the countable
inverse system {BI(Z)}I which implies that, for all j > 0, we have Rj lim −I BI(Z) = 0 ([Bos21,
Lemma 4.8]).

Then, by Proposition 2.7(ii) (and by twisting) it remains to prove that, for each i ≥ 0, the natural
map

τ≤iRα∗(B/t)! R lim −
I

τ≤iRα∗(BI/t) (2.11)

is an isomorphism. For this, we observe that, by [FS21, Theorem II.0.1], for any compact interval
I ⊂ (0,∞) with rational endpoints, we have

BI/t =
∏

y∈|YFF,I |cl

B+
dR/t

ordy(t)B+
dR (2.12)

where |YFF,I |cl ⊂ |YFF,I | denotes the subset of classical points (we note that, by compactness of
the interval I, the latter product is a finite direct product of copies of Ô).17 Then, using again the
topological Mittag-Leffler property of the countable inverse system {BI(Z)}I for each Z affinoid
perfectoid spaces over Spa(C,OC), we have that

B/t =
∏

y∈|YFF|cl

B+
dR/t

ordy(t)B+
dR (2.13)

where |YFF|cl ⊂ |YFF| denotes the subset of classical points (cf. with [FF18, §2.6]). Moreover, by
(2.12) we have that

R lim −
I

τ≤iRα∗(BI/t) =
∏
I

τ≤iRα∗(BI/t). (2.14)

We conclude that the natural map (2.11) is an isomorphism, combining (2.12), (2.13), (2.14), and
fact that cohomology commutes with direct products. �

The next proposition gives in particular a convenient local description of the B-cohomology theory
on a smooth affinoid rigid space over C.

Proposition 2.42. With notation as in Definition 2.38, let ν : Xproét ! Xét,cond denote the natural
morphism of sites.
(i) If X is smooth, we have a natural identification in D(Modcond

B )

RΓB(X) = RΓ(X,LηtRν∗B).

17For y ∈ |YFF|cl, we have ordy(t) ∈ {0, 1}: in fact, t has a simple zero at ∞ on FF = YFF/ϕ
Z.
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(ii) If X is a smooth affinoid over C, the natural map of complexes of condensed B-modules

LηtRΓv(X,B)! RΓ(X,LηtRα∗B) = RΓB(X) (2.15)

is a filtered quasi-isomorphism. Here, on both sides, the filtration on Lηt(−) is the filtration
décalée of Definition 2.9.

Proof. We first prove part (ii), adapting the proof of [LB18b, Proposition 3.11], and using Proposi-
tion 2.8 for the compatibility with the filtrations statement.

Thus, let X be a smooth affinoid over C. To show that (2.15) is a filtered quasi-isomorphism,
similarly to the proof of Lemma 2.41, by [BMS19, Lemma 5.2, (1)], it suffices to show that the limit
of the filtrations of the source and the target of (2.15) agree, and that such map is an isomorphism
on graded pieces. The former statement follows from Proposition 2.40. Then, by Proposition 2.7(ii)
(and by twisting) it suffices to prove that, for each i ≥ 0, the natural map

τ≤iRΓ(X,B/t)! RΓ(X, τ≤iRα∗(B/t))

is a quasi-isomorphism. By (the proof of) Lemma 2.41, we can reduce to the case B ∈ {BI ,B+
dR}.

Then, recalling that BI/t is isomorphic to a finite direct product of copies of Ô (by (2.12) and the
compactness of the interval I), we can further reduce to showing that, for each i ≥ 0, the natural
map

τ≤iRΓ(X, Ô)! RΓ(X, τ≤iRα∗Ô)

is a quasi-isomorphism. For this, considering the spectral sequences

Hj−k(X,Hk(Rα∗Ô)) =⇒ Hj(X, Ô)

Hj−k(X,Hk(τ≤iRα∗Ô)) =⇒ Hj(X, τ≤iRα∗Ô)

it suffices to show that, for j > i and k ≤ i, we have Hj−k(X,Rkα∗Ô) = 0, or more generally that

Hr(X,Rkα∗Ô) = 0, for all r > 0. (2.16)

By (the proof of) [Sch13b, Proposition 3.23], for any Y smooth rigid-analytic variety over Spa(C,OC),
denoting by ν : Yproét ! Yét,cond the natural morphism of sites, we have a natural isomorphism
Ωk
Yét

(−k)
∼
! Rkν∗Ô of sheaves with values in Modcond

C .18 Then, by éh-sheafification, we have a
natural isomorphism of sheaves with values in Modcond

C

Ωk
Xéh

(−k)
∼
! Rkα∗Ô. (2.17)

Denoting by π : Xéh ! Xét the natural morphism of sites, by Proposition 2.17 (using that X is
smooth), we have that

Rπ∗Ω
k
Xéh

= Ωk
Xét

[0] (2.18)

as complexes of sheaves with values in Modcond
C . Then, combining (2.17) and (2.18), we deduce

(2.16) from the condensed version of Tate’s acyclicity theorem (see [Bos21, Lemma 5.6(i)]). This
concludes the proof of part (ii).

For part (i), as the statement is étale local, we can reduce to the case when X is a smooth affinoid
rigid space over C. In this case, similarly to part (ii), the natural map

LηtRΓproét(X,B)! RΓ(X,LηtRν∗B) (2.19)

18Working with condensed group cohomology instead of continuous group cohomology in the proof of loc. cit..
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is a quasi-isomorphism. Hence, combining (2.19) and (2.15), the statement follows from Proposition
2.37. �

3. Hyodo–Kato cohomology

In this section, following Colmez–Nizioł, [CN21a], we define the Hyodo–Kato cohomology theory
for rigid-analytic varieties over C, simplifying the topological treatment given in op. cit. and
extending it to the singular case.

3.1. Local Hyodo–Kato morphism. We begin by revisiting in the condensed setup the Hyodo–
Kato morphism constructed by Beilinson and Colmez–Nizioł.

Notation and conventions 3.1. Let n ≥ 1 be an integer. For a condensed ring R, we denote by
Rn the reduction of R modulo pn.

Log structures. We define a (pre-)log structure on a given condensed ring as a (pre-)log
structure on the underlying ring.

For O a discrete valuation ring, we denote by O× (resp. O×n ) the canonical log structure
on O (resp. its pullback on On), and we denote by O0 (resp. O0

n) the log structure on O
associated to (N! O, 1 7! 0) (resp. its pullback on On).

We denote by O×C (resp. O×C,n) the canonical log structure on OC (resp. its pullback
on OC,n). We write A×cris,n for the unique quasi-coherent, integral, log structure on Acris,n

lifting O×C,n (see e.g. [CK19, §5.2]). We denote by A×cris the log structure on Acris associated
to the pre-log structure

OC[ \ {0}! Acris, x 7! [x].

Note that the log structure A×cris,n is the pullback of the log structure A×cris.

Log-crystalline cohomology. We refer the reader to [Bei13, §1] for a review of log-crystalline
cohomology, and the terminology used in the following. We write PD as a shortening of
divided power.

Let (Y,MY , I, γ) be a (p-adic formal) log PD scheme such that (Y,MY) is quasi-coherent.
Let (X ,MX ) be an integral quasi-coherent (p-adic formal) log scheme over (Y,MY , I, γ).
We write

((X ,MX )/(Y,MY))cris

for the log-crystalline site of (X ,MX ) over (Y,MY , I, γ), [Bei13, §1.12], we denote by Ocris

its structure sheaf, regarded as a sheaf with values in condensed abelian groups, and we
define the log-crystalline cohomology

RΓcris((X ,MX )/(Y,MY)) := RΓ(((X ,MX )/(Y,MY))cris,Ocris) ∈ D(CondAb).

In the case the relevant log structures are fixed, they are omitted from the notation.

Condensed period rings. Recall from §1.7 that OF = W (k) and OF̆ = W (k̄), where k̄ is
a fixed algebraic closure of k. We fix the unique Frobenius equivariant section k ! OK/p
of OK/p ! k, in order to regard OK as a OF -algebra, and OC , as well as the condensed
period rings of 2.31, as a OF̆ -algebra.
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We denote r+
$ = OF JT K and we equip it with the log structure associated to T . We write

rPD
$ for the p-adic log PD envelope of r+

$ with respect to the kernel of the morphism

r+
$ ! O×K , T 7! $

and we endow it with a Frobenius induced by T 7! T p, and a monodromy defined by T 7! T .
Then, we define the condensed period rings

Âst,n := H0
cris(O×C,n/r

PD
$,n) ' RΓcris(O×C,n/r

PD
$,n), Âst := lim −

n

Âst,n, B̂+
st := Âst[1/p]

and we equip them with their natural action of GK , Frobenius ϕ, and monodromy N , [Tsu99,
§4.6], [CDN20b, §3.2.1].

Theorem 3.2 (Beilinson, Colmez–Nizioł, [CN21a, Theorem 2.12, Corollary 2.20]). Let X be an
integral quasi-coherent log scheme over O×C,1. Denote by X 0 the pullback of X to O0

F̆,1
. Assume that

X has a descent to Z a qcqs, fine, log-smooth, log scheme over O×L,1 of Cartier type,19 for some
finite extension L/K.
(i) There exists a natural isomorphism in D(Modsolid

Qp )

RΓcris(X 0/O0
F̆

)⊗L �
OF̆

B+
st
∼
! RΓcris(X/A×cris)⊗

L �
Acris

B+
st (3.1)

independent of the descent, and compatible with the actions of Galois, Frobenius ϕ and mon-
odromy N .20

(ii) There exists a natural isomorphism in D(Modsolid
Qp )

RΓcris(X 0/O0
F̆

)⊗L �
OF̆

C
∼
! RΓcris(X/O×C )Qp (3.2)

independent of the descent, and compatible with the actions of Galois, Frobenius ϕ and with
the quasi-isomorphism (3.1) via the morphism RΓcris(X/A×cris) ! RΓcris(X/O×C ) induced by
Fontaine’s map θ : Acris ! OC .

Proof. For part (i), the desired morphism (3.1), satisfying the stated properties, is constructed in
[CN21a, Theorem 2.12], and we only need to carry loc. cit. to solid Qp-vector spaces. By the
independence of the descent proven in loc. cit. we can assume for simplicity that L = K. Relying
on [CN21a, §2.3.3], we will construct (3.1) as the composite

εst := δ−1 ◦ (ε̂st)
N−nilp ◦ δ

where MN−nilp := colimr∈NM
Nr=0, we denote by δ : B+

st
∼
! B̂+,N−nilp

st the natural B+
cris-linear

isomorphism,21 and

ε̂st : RΓcris(X 0/O0
F̆

)⊗L �
OF̆

B̂st ! RΓcris(X/A×cris)⊗
L �
Acris

B̂st

is defined as follows. Considering the morphisms of PD thickenings

19See [Kat89, Definition 4.8] for the definition of Cartier type.
20On the right-hand side of (3.1) the operator N is the monodromy of B+

st, and on the left-hand side of (3.1) it
combines the monodromy of both factors of the tensor product.

21Which is compatible with Galois, Frobenius, and monodromy actions, [Kat94, Theorem 3.7].
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rPD
$,n O×K,1

Âst,n O×C,1

for varying n ≥ 1, by base change, [Bei13, (1.11.1)], we have quasi-isomorphisms

RΓcris(Z/(rPD
$,n,O×K,1))⊗L

rPD
$,n

Âst,n
∼
! RΓcris(X/(Âst,n,O×C,1)). (3.3)

Now, denoting by ⊗̂L the derived p-adic completion, again by base change [Bei13, (1.11.1)], after
taking the derived inverse limit over n ≥ 1, and then inverting p in (3.3), the right-hand side
identifies with (RΓcris(X/A×cris)⊗̂

L
Acris

Âst)Qp , and, by [CN21a, Theorem 2.6], the left-hand side is
quasi-isomorphic to

(RΓcris(Z0/O0
F )⊗̂L

OF Âst)Qp ' (RΓcris(X 0/O0
F̆

)⊗̂L
OF̆
Âst)Qp .

where Z0 is the pullback of Z to O0
F,1. We denote by ε̂st the induced from (3.3) morphism

ε̂st : (RΓcris(X 0/O0
F̆

)⊗̂L
OF̆
Âst)Qp

∼
! (RΓcris(X/A×cris)⊗̂

L
Acris

Âst)Qp . (3.4)

To write the target of (3.4) in terms of the derived solid tensor product, we note that, since the
Acris-algebra Âst is isomorphic to the p-adic completion of a divided power polynomial algebra of
the form Acris〈x〉, applying Proposition A.3 with M = RΓcris(X/A×cris) and N = Acris〈x〉 regarded
in D(Modsolid

Acris
), we obtain the identification

RΓcris(X/A×cris)⊗̂
L
Acris

Âst = RΓcris(X/A×cris)⊗
L �
Acris

Âst. (3.5)

Next, we want to show that

(RΓcris(X 0/O0
F̆

)⊗̂L
OF̆
Âst)Qp = (RΓcris(X 0/O0

F̆
)⊗L �
OF̆

Âst)Qp . (3.6)

We note that, choosing a basis for the F̆ -Banach space B̂+
st , we can can identify it with N∧p [1/p],

where N =
⊕

I OF̆ for some set I.22 Since Âst is a lattice in B̂+
st , there exist n,m ∈ Z such that

pnN∧p ⊂ Âst ⊂ pmN∧p . Then, (3.6) follows applying Proposition A.3 with M = RΓcris(X 0/O0
F̆

) and
N =

⊕
I OF̆ regarded in D(Modsolid

OF̆
).

Therefore, in view of (3.5) and (3.6), using that the derived solid tensor product commutes with
filtered colimits, the composite εst = δ−1 ◦ (ε̂st)

N−nilp ◦ δ is given by

RΓcris(X 0/O0
F̆

)⊗L �
OF̆

B+
st
∼
! (RΓcris(X 0/O0

F̆
)⊗L �
OF̆

B̂+
st)

N−nilp (3.7)
∼
! (RΓcris(X/A×cris)⊗

L �
OF̆

B̂+
st)

N−nilp (3.8)
∼
 RΓcris(X/A×cris)⊗

L �
Acris

B+
st (3.9)

22In fact, as F̆ is discretely valued, combining [Bos21, Lemma A.30, Proposition A.55(i), Lemma A.52], any F̆ -
Banach space is isomorphic to (

⊕
I Zp)

∧
p ⊗�Zp

F̆ , for some set I, and the latter is isomorphic to (
⊕

I OF̆ )∧p [1/p] by
Proposition A.3.
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where in (3.7) we used that the monodromy operator N on RΓcris(X 0/O0
F̆

) is nilpotent by Lemma
3.3 (and base change), and in (3.9) we used the triviality of the action of N on RΓcris(X/A×cris).
This shows part (i).

Part (ii) follows from (i). In fact, under the (non-canonical) identification B+
st = B+

cris[U ], given by
(2.6), applying to (3.1) the (non-Galois-equivariant) map B+

st ! B+
cris : U 7! 0, and then Fontaine’s

map θ : B+
cris ! C, by base change we get (3.2). The compatibility of (3.2) with the Galois action

is checked in the proof of [CN21a, Corollary 2.20]. �

Lemma 3.3. Let Z be a quasi-separated, fine, saturated, log-smooth, locally of finite type log scheme
over O×K,1 of dimension d. Then, the monodromy operator N on RΓcris(Z/W (k)×) is nilpotent with
nilpotency index bounded above by a function depending on d.

Proof. By [Niz06, Theorem 5.10] there exists a log-blow-up Y ! Z over O×K,1 that resolves singu-
larities, and by the proof of [Niz08, Proposition 2.3] we have a natural quasi-isomorphism

RΓcris(Z/W (k)×)
∼
! RΓcris(Y/W (k)×)

compatible with monodromy N . Then, the statement follows from [Mok93, §3]. �

3.2. Beilinson bases and ∞-categories of hypersheaves. In this subsection, we collect some
∞-categorical tools that we will need to extend to rigid-analytic varieties over C the local Hyodo–
Kato morphism of §3.1.

Notation 3.4 (Hypersheaves and hypercompletion). Let C be a site, and let D be a presentable
∞-category. We denote by Shv(C,D) the ∞-category of sheaves on C with values in D.

We recall that
Shv(C,D) = Shv(C,Ani)⊗D

[Lur18, Remark 1.3.1.6], where ⊗ denotes the tensor product of ∞-categories [Lur17, §4.8.1].
We denote by Shvhyp(C,Ani) the full∞-subcategory of Shv(C,Ani) spanned by the hypercomplete

objects, [Lur09, §6.5], and we define the ∞-category of hypersheaves on C with values in D as

Shvhyp(C,D) := Shvhyp(C,Ani)⊗D.

The inclusion Shvhyp(C,D) ↪! Shv(C,D) admits a left adjoint

(−)hyp : Shv(C,D)! Shvhyp(C,D) (3.10)

called hypercompletion, [Lur18, Remark 1.3.3.2].

The following generalization of the notion of Grothendieck basis for a site is due to Beilinson,
[Bei12, §2.1].

Definition 3.5. Ler C be a small site. A Beilinson basis for C is a pair (B,i) where B is a small
category and i : B ! C is a faithful functor satisfying the following property:
for any V ∈ C and any finite family of pairs {(Uα, fα)} with Uα ∈ B and fα : V ! i(Uα), there
exists a family {U ′β} with U ′β ∈ B and a covering family {i(U ′β)! V } such that each composition

i(U ′β)! V ! i(Uα)

lies in the image of Hom(U ′β, Uα) ↪! Hom(i(U ′β),i(Uα)).
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We endow B with the Grothendieck topology induced from that of C: a sieve in B is a covering
sieve if its image under i : B ! C generates a covering sieve in C.

We will use repeatedly the following result.

Lemma 3.6. Let C be a small site, and let (B,i) be a Beilinson basis for C. For any presentable
∞-category D, the functor i : B ! C induces an equivalence of ∞-categories

Shvhyp(B,D)
∼
! Shvhyp(C,D) : F 7! Fi

where the hypersheaf Fi is defined via sending V ∈ C to

Fi(V ) = colim
U•

lim
[n]∈∆

F(Un)

the colimit running over all simplicial objects U• of B such that i(U•) ! V is a hypercover; fur-
thermore, chosen such a U•, the natural map

Fi(V )! lim
[n]∈∆

F(Un)

is an isomorphism in D.
Proof. It suffices to show the statement in the case D is the ∞-category of anima Ani. By [Bei12,
§2.1 Proposition], the functor i : B ! C is continuous and induces an equivalence of topoi B∼ ! C∼.
Then, the statement follows interpreting the notion of hypercompleteness in terms of the Brown–
Joyal–Jardine theory of simplicial presheaves, via [Lur09, Proposition 6.5.2.14]. �

Remark 3.7. We will often apply Lemma 3.6 in the case D = D(Modcond
A ) is the derived∞-category

of A-modules in CondAb, for a given condensed ring A. Note that such D is indeed presentable,
since it is compactly generated, as it follows from [CS19, Theorem 2.2].23 Moreover, by [Lur18,
Corollary 2.1.2.3], we have an equivalence of ∞-categories

D(Shv(C,Modcond
A ))

∼
! Shvhyp(C, D(Modcond

A ))

sending M ∈ D(Shv(C,Modcond
A )) to the hypersheaf U 7! RΓ(U,M).

3.3. Globalization. In this subsection, we extend to rigid-analytic varieties over C the local
Hyodo–Kato morphism of §3.1, from a suitable Beilinson basis for the site RigC,éh.

Notation 3.8.
Semistable formal schemes. For each prime `, we fix a compatible system (p, p1/`, p`

2
, . . .)

of `-th power roots of p in OC . We denote byMss the category of semistable p-adic formal
schemes over Spf(OC), that is the category of p-adic formal schemes over Spf(OC) having in
the Zariski topology a covering by open affines U with semistable coordinates, i.e. admitting
an étale Spf(OC)-morphism U! Spf(R�) with

R� := OC{t0, . . . , tr, t±1
r+1, . . . , t

±1
d }/(t0 · · · tr − p

q)

for some 0 ≤ r ≤ d, and q ∈ Q>0 (that may depend on U). We denote by Mss,qcqs the
subcategory ofMss consisting of the qcqs formal schemes. We write

(−)η :Mss ! RigC

for the generic fiber functor.

23Recall also our set-theoretic conventions in §1.7.
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Log structures. Unless stated otherwise, we equip X ∈Mss (resp. XOC/pn) with the canoni-
cal log structure, [CK19, §1.6], i.e. the log structure given by the subsheaf associated to the
subpresheaf OX,ét ∩ (OX,ét[1/p])

× ↪! OX,ét (resp. its pullback). For X ∈Mss, we denote by
X0
OC/p the pullback to O0

F̆,1
of the log scheme XOC/p over O×C,1.

Log de Rham cohomology. For X ∈ Mss, we denote by Ω•X,log the logarithmic de Rham
complex of X over OC , and we define the log de Rham cohomology of X (over OC) as

RΓlog dR(X) := RΓ(X,Ω•X,log) ∈ D(Modcond
OC ).

Remark 3.9.
(i) For any affine X ∈Mss with semistable coordinates there exists a finite extension L/K and a

p-adic formal scheme X′ ! Spf(OL) admitting an étale Spf(OL)-morphism X′ ! Spf(R′) with

R′ := OL{t0, . . . , tr, t±1
r+1, . . . , t

±1
d }/(t0 · · · tr − p

q)

for some 0 ≤ r ≤ d, and q ∈ Q>0, such that X = X′ ×Spf(OL) Spf(OC): this follows from
[Sta20, 04D1, 00U9]. By [CK19, Claims 1.6.1 and 1.6.2], the p-adic formal scheme X′ can be
endowed with a fine log structure, whose base change to Spf(OC) gives the log structure on X
we started with.

(ii) For any X ∈Mss,qcqs there exist a finite extension L/K and a descent of XOC/p to a qcqs, fine,
log-smooth, log scheme over O×L,1 of Cartier type: covering X by a finite number of open affines
with semistable coordinates, this follows from part (i) and fact that morphisms of Cartier type
are stable under base change.

The following Beilinson basis will be used to define the Hyodo–Kato cohomology for rigid-analytic
varieties over C starting from the semistable reduction case.

Proposition 3.10. The pair (Mss, (−)η) is a Beilinson basis for the site RigC,éh.

Proof. By Proposition 2.14 (and Remark 2.15), it suffices to show that (Mss, (−)η) is a Beilinson
basis for RigSmC,ét, i.e. the big étale site of smooth rigid-analytic varieties over C . This follows
from Temkin’s alteration theorem [Tem17, Theorem 3.3.1], as shown in [CN20, Proposition 2.8]. �

3.3.1. Condensed (ϕ,N)-modules. Before defining the Hyodo–Kato cohomology for rigid-analytic
varieties over C, we need to establish the following terminology.

Definition 3.11. Let σ = σF̆ : F̆ ! F̆ denote the automorphism induced by the p-th power
Frobenius on the residue field.
(i) A condensed ϕ-module over F̆ is a pair (V, ϕ) with V ∈ Modcond

F̆
and ϕ : V ! V a σ-semilinear

automorphism, called Frobenius. A morphism of condensed ϕ-modules over F̆ is a morphism
of condensed modules over F̆ , which is compatible with the Frobenius.

(ii) A condensed (ϕ,N)-module over F̆ is a triple (V, ϕ,N) with (V, ϕ) a condensed ϕ-module
over F̆ and N : V ! V a F̆ -linear endomorphism, called monodromy operator, such that
Nϕ = pϕN . A morphism of condensed (ϕ,N)-modules over F̆ is a morphism of condensed
modules over F̆ , which is compatible with the Frobenius and the monodromy operator.

Note that the category of condensed (ϕ,N)-modules over F̆ is an abelian category. We denote by
D(ϕ,N)(Modcond

F̆
) the corresponding derived∞-category; we abbreviateD(ϕ,N)(F̆ ) = D(ϕ,N)(Modcond

F̆
).
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Remark 3.12. The category of condensed (ϕ,N)-modules over F̆ can be identified with the category

LModF̆{ϕ±,N}(Modcond
F̆

)

of left modules in Modcond
F̆

over the condensed non-commutative algebra F̆{ϕ±, N} over F̆ defined
as follows: for any (κ-small, for κ cut-off cardinal as in §1.7) extremally disconnected set S, we
define F̆{ϕ±, N}(S) as the twisted polynomial ring

C 0(S, F̆ ){ϕ,ϕ−1, N}
with underlying abelian group C 0(S, F̆ )[ϕ,ϕ−1, N ] and multiplication rules ϕϕ−1 = ϕ−1ϕ = 1,
ϕa = σ(a)ϕ and Na = aN for all a ∈ C 0(S, F̆ ), and Nϕ = pϕN .

Then, we note that we have an equivalence of ∞-categories

D(ϕ,N)(Modcond
F̆

) ' LModF̆{ϕ±,N}D(Modcond
F̆

)

as it follows from [Lur17, Theorem 7.1.3.1] (applied to the ∞-category of κ-condensed spectra).24

Thus, we can regard objects in D(ϕ,N)(Modcond
F̆

) as complexes M ∈ D(Modcond
F̆

) endowed with a
σ-semilinear automorphism ϕ : M !M , called Frobenius, and a F̆ -linear endomorphism N : M !
M , called monodromy operator, such that Nϕ = pϕN .

Remark 3.13. For X ∈Mss, we have that

RΓcris(X
0
OC/p/O

0
F̆

)Qp ∈ D(ϕ,N)(Modcond
F̆

).

In fact, we recall that the complex RΓcris(X
0
OC/p/O

0
F̆

)Qp ∈ D(Modcond
F̆

) is naturally equipped with
a σ-semilinear endomorphism ϕ called Frobenius, and, by the arguments in [Bei11, §1.16, §1.19], it
comes equipped with a monodromy operator N , satisfying Nϕ = pϕN ; by (the proof of) [HK94,
Proposition 2.24] the Frobenius ϕ is a σ-semilinear automorphism on it.

Then, we are ready to give the following definition, which is based on Lemma 3.6 and Proposition
3.10.

Definition 3.14 (Hyodo–Kato cohomology). We denote by FHK the hypersheaf on RigC,éh with
values in D(ϕ,N)(Modcond

F̆
) associated to the presheaf

(Mss)
op ! D(ϕ,N)(Modcond

F̆
) : X 7! RΓcris(X

0
OC/p/O

0
F̆

)Qp , (3.11)

For X a rigid-analytic variety over C, we define the Hyodo–Kato cohomology of X as

RΓHK(X) := RΓ(X,FHK) ∈ D(ϕ,N)(Modcond
F̆

).

The following result shows in particular that the Hyodo–Kato cohomology of X is a refinement
of the de Rham cohomology of X (Definition 2.16).

We refer the reader to [Bos21, §A.6] and §A.2 for a review of the notion of nuclearity, introduced
by Clausen–Scholze, used in the following statement and the rest of the paper.

Theorem 3.15. Let X be a rigid-analytic variety over C.

24In fact, applying loc. cit. to the ∞-category of κ-condensed spectra Cond Sp (for κ cut-off cardinal as in
§1.7), we have, for any κ-condensed commutative ring R and any R-algebra A in Cond Ab, an equivalence of ∞-
categories LModA(LModR(Cond Sp)) ' LModA(Cond Sp). Then, it remains to observe that we have an equivalence
of ∞-categories LModA(Cond Sp) ' D(LModA(Cond Ab)), cf. [Lur18, Theorem 2.1.2.2].
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(i) (Local-global compatibility) Assume X is the generic fiber of X ∈Mss, then the natural map

RΓcris(X
0
OC/p/O

0
F̆

)Qp ! RΓHK(X)

is an isomorphism in D(ϕ,N)(Modcond
F̆

).
(ii) (Boundedness and nuclearity) If X is qcqs of dimension d, then RΓHK(X) is represented by

a complex of nuclear (solid) F̆ -vector spaces, and it lies in D≤2d(Modsolid
F̆

). Moreover, the
monodromy operator N on RΓHK(X) is nilpotent with nilpotency index bounded above by a
function depending on d.

(iii) (Hyodo–Kato isomorphism) Assume X is connected and paracompact, then we have a natural
isomorphism in D(Modsolid

Qp )

ιHK : RΓHK(X)⊗L �
F̆
C
∼
! RΓdR(X).

Proof. We start with some preliminary observations. First, we observe that, for any X ∈ Mss,qcqs,
by [Bei13, (1.8.1)], we have a natural quasi-isomorphism

RΓcris(XOC/p/O
×
C )Qp ' RΓlog dR(X)Qp ' RΓdR(XC) (3.12)

and then, by Theorem 3.2, which applies thanks to Remark 3.9, we have a natural quasi-isomorphism

RΓcris(X
0
OC/p/O

0
F̆

)Qp ⊗L �
F̆
C
∼
! RΓdR(XC). (3.13)

Moreover, we claim that RΓcris(X
0
OC/p/O

0
F̆

)Qp is represented by a complex of F̆ -Banach spaces. For
this, we note that, as F̆ is discretely valued we can choose a basis of the F̆ -Banach space C, and
then there exists a F̆ -Banach space V and an isomorphism

C ∼= F̆ ⊕ V in Modsolid
F̆

. (3.14)

Now, the claim follows using the quasi-isomorphism (3.13) combined with the isomorphism (3.14),
observing that, as XC is qcqs, RΓdR(XC) is represented by a complex C-Banach spaces (and hence
F̆ -Banach spaces), and a direct summand of a Banach space is a Banach space.

For part (i), it suffices to show that given X ∈ Mss,qcqs with generic fiber X, then, for any
simplicial object U• ofMss,qcqs such that U•,η ! X is a éh-hypercover, the natural map

RΓcris(X
0
OC/p/O

0
F̆

)Qp ! lim
[n]∈∆

RΓcris(U
0
n,OC/p/O

0
F̆

)Qp (3.15)

is a quasi-isomorphism. First, we note that the map (3.15) is compatible with the Frobenius and
the monodromy operator. Next, we will use an idea from the proof of [CN21a, Proposition 3.5]. By
(3.13) we have the following commutative diagram

RΓcris(X
0
OC/p/O

0
F̆

)Qp ⊗L �
F̆
C lim[n]∈∆(RΓcris(U

0
n,OC/p/O

0
F̆

)Qp ⊗L �
F̆
C)

RΓdR(XC) lim[n]∈∆RΓdR(Un,C).

o o

The bottom horizontal arrow is a quasi-isomorphism, as RΓdR(−) satisfies éh-hyperdescent, hence
the top horizontal arrow is a quasi-isomorphism too. Moreover, settingMn := RΓcris(U

0
n,OC/p/O

0
F̆

)Qp
we have

lim
[n]∈∆

(Mn ⊗L �
F̆
C) = ( lim

[n]∈∆
Mn)⊗L �

F̆
C
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as it follows from [Bos21, Corollary A.67(ii)], recalling that each Mn is represented by a complex of
F̆ -Banach spaces (and hence nuclear F̆ -vector spaces by [Bos21, Corollary A.61]), and using that25

lim
[n]∈∆

Mn = lim −
m∈N

lim
[n]∈∆≤m

Mn. (3.16)

Then, considering the fibers of the horizontal arrows in the following commutative diagram

RΓcris(X
0
OC/p/O

0
F̆

)Qp lim[n]∈∆RΓcris(U
0
n,OC/p/O

0
F̆

)Qp

RΓcris(X
0
OC/p/O

0
F̆

)Qp ⊗L �
F̆
C lim[n]∈∆(RΓcris(U

0
n,OC/p/O

0
F̆

)Qp)⊗L �
F̆
C∼

in order to show that the top horizontal arrow is a quasi-isomorphism, it suffices to prove that, for
any M ∈ D(Modsolid

F̆
),

M ⊗L �
F̆
C acyclic =⇒ M acyclic.

This immediately follows using the isomorphism (3.14).
For part (ii), to show that RΓHK(X) lies in D≤2d(Modsolid

F̆
), using the quasi-isomorphism (3.13)

combined with the isomorphism (3.14) and éh-hyperdescent, we can reduce to the analogous state-
ment for the de Rham cohomology, which follows from Corollary 2.19. To show that RΓHK(X) is
represented by a complex of nuclear F̆ -vector spaces, taking a simplicial object U• ofMss,qcqs such
that U•,η ! X is a éh-hypercover, by éh-hyperdescent and part (i), we have

RΓHK(X) = lim
[n]∈∆

RΓcris(U
0
n,OC/p/O

0
F̆

)Qp (3.17)

and then, by [Bos21, Corollary A.61, Theorem A.43(i)], we can reduce to the fact that each complex
RΓcris(U

0
n,OC/p/O

0
F̆

)Qp is represented by a complex of F̆ -Banach spaces, which was shown above.
The last statement of part (ii) follows from Lemma 3.3.

For part (iii), we first assume X qcqs. In this case, using (3.17), the statement follows (3.13)
and [Bos21, Corollary A.67(ii)], which applies thanks to part (ii). For a general X connected and
paracompact, choosing a quasi-compact admissible covering {Un}n∈N ofX such that Un ⊆ Un+1, the
statement follows from the previous case, using again [Bos21, Corollary A.67(ii)] and part (ii). �

As a consequence of the Hyodo–Kato isomorphism, we have the following result.

Corollary 3.16. Let X be a connected, paracompact, rigid-analytic variety over C. Then, the
Hyodo–Kato complex RΓHK(X) and the de Rham complex RΓdR(X) have the same cohomological
dimension.

Proof. By Theorem 3.15(iii) and the flatness of C for the solid tensor product ⊗�
F̆
([Bos21, Corollary

A.65]), for any i ≥ 0, we have an isomorphism

H i
HK(X)⊗�

F̆
C ∼= H i

dR(X).

Therefore, if H i
HK(X) vanishes then H i

dR(X) vanishes as well, and the converse statement follows
using the isomorphism (3.14). �

25Here, all the limits are derived.
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3.4. Finiteness in the overconvergent case. In this subsection, we extend the Hyodo–Kato
morphism to dagger varieties over C. As we will see, this will follow easily from the results of
the previous subsection, using that the solid tensor product commutes with colimits. Moreover,
we will prove a finiteness result for the Hyodo–Kato cohomology of qcqs dagger varieties over C,
generalizing already known results to the singular case.

3.4.1. Hyodo–Kato cohomology of dagger varieties over C. We begin with a general con-
struction that will allow us to canonically define a cohomology theory on Rig†L,éh starting from a
cohomology theory defined on RigL,éh. Then, we will specialize this construction to the Hyodo–Kato
and the de Rham cohomology theories.

Notation 3.17. In the following, we keep notation and conventions from 2.10. In particular, we
denote by L a characteristic 0 complete valued field with a non-archimedean valuation of rank 1
and residue characteristic p.

Construction 3.18. Let D be a presentable ∞-category. The continuous functor

l : Rig†L,éh ! RigL,éh : X 7! X̂ (3.18)

given by sending a dagger variety X to its limit X̂, induces an adjunction

l∗ : Shvhyp(Rig†L,éh,D)� Shvhyp(RigL,éh,D) : l∗ hyp

where l∗hyp is given by the composite of the pullback functor l∗ : Shv(RigL,éh,D)! Shv(Rig†L,éh,D)

and the hypercompletion functor (3.10). For F ∈ Shv(RigL,éh,D), we denote

F† := l∗hypF ∈ Shvhyp(Rig†L,éh,D).

Now, using Construction 3.18 in the case D = D(A) = D(Modcond
A ) (see Remark 3.7), we can

give the following definition.

Definition 3.19 (de Rham and Hyodo–Kato cohomology of dagger varieties).

(i) Let X be a dagger variety over L. Denote by

FdR ∈ Shvhyp(RigC,éh, D(L))

the hypersheaf given by RΓdR(−). We define the de Rham cohomology of X as

RΓdR(X) := RΓ(X,F†dR) ∈ D(L).

(ii) Let X be a dagger variety over C. Consider the hypersheaf

FHK ∈ Shvhyp(RigC,éh, D(ϕ,N)(F̆ ))

introduced in Definition 3.14. We define the Hyodo–Kato cohomology of X as

RΓHK(X) := RΓ(X,F†HK) ∈ D(ϕ,N)(F̆ ).
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3.4.2. Presentation of a dagger structure. In order to construct the Hyodo–Kato morphism
for dagger varieties over C, we will rely on its analogue for rigid-analytic varieties over C, that
is Theorem 3.15. For this, we will need to express more explicitly the Hyodo–Kato/de Rham
cohomology of a smooth dagger affinoid over C in terms of the respective cohomology of smooth
affinoid rigid spaces over C. This is our next goal.

We recall from 2.10 that given a dagger variety X = (X̂,O†) over L with underlying rigid-analytic
variety X̂ we say that X is a dagger structure on X̂.

We have the following important example of dagger structure.

Remark 3.20 (Dagger structure on smooth affinoid rigid spaces). We note that any smooth affi-
noid rigid space X̂ = Spa(R,R◦) over L has a dagger structure. In fact, by [Elk73, Theorem
7 and Remark 2], there exist f1, . . . , fm elements of the Washnitzer algebra L〈T 〉† such that
R ∼= L〈T 〉/(f1, . . . , fm).26 In particular, the dagger variety associated to the dagger algebra
L〈T 〉†/(f1, . . . , fm) defines a dagger structure on X̂.

Next, we recall the following convenient definition.

Definition 3.21 ([Vez18, Definition A.19]). Let X be an affinoid rigid space over L. A presentation
of a dagger structure on X is a pro-(affinoid rigid space over L) lim −h∈NXh with X and Xh rational
subspaces of X1, such that X b Xh+1 b Xh,27 and this system is coinitial among rational subspaces
containing X.

A morphism of presentations of a dagger structure on an affinoid rigid space over L is a morphism
of pro-objects.

The next lemma relates affinoid dagger spaces to presentations of a dagger structure on an affinoid
rigid space.

Lemma 3.22. Let X̂ be an affinoid rigid space over L, and let lim −hXh be a presentation of a
dagger structure on X̂. We denote by X† the dagger affinoid over L associated to the dagger algebra
R = lim−!h

O(Xh).

(i) The functor
lim −hXh 7! X†

from the category of presentations of a dagger structure on an affinoid rigid space over L to
the category of affinoid dagger spaces over L is an equivalence.

(ii) Let (lim −hXh)ét denote the (small) étale site of lim −hXh, [Vez18, Definition A.24]. We have
natural morphisms of sites

X̂ét ! (X†)ét ! (lim −hXh)ét

which induce an equivalence on the associated topoi.

Proof. Part (i) is [Vez18, Proposition A.22(2)], and part (ii) is [Vez18, Corollary A.28]. �

26Here, we write T for T1, . . . , Tn where n is the dimension of X̂.
27For Y ⊂ Z an open immersion of rigid-analytic varieties over L, we write Y b Z if the inclusion map of Y into

Z factors over the adic compactification of Y over L.
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Remark 3.23. Entering the proof of [Vez18, Proposition A.22(2)], we see that given an affinoid dagger
space (X̂,O†) over L, associated to a dagger algebra L〈T 〉†/(f1, . . . , fm), then the corresponding
presentation of a dagger structure lim −hXh on X̂ can be defined as follows: since L〈T 〉† is noetherian,
[GK00, §1.4], there exists an integer H sufficiently big such that f1, . . . , fm ∈ L〈π1/HT 〉, where π is
a pseudo-uniformizer of OL; then, we set Xh := Spa(Rh, R

◦
h) with

Rh := L〈π1/(h+H)T 〉/(f1, . . . , fm).

Then, the next result follows formally from Lemma 3.22 by étale hyperdescent (cf. [CN20, Lemma
3.13]).

Lemma 3.24. Fix notation as in 2.10 and Construction 3.18. Let F ∈ Shvhyp(RigL,éh,D) that is
the pullback of an hypersheaf in Shvhyp(RigSmL,ét,D). Let X be a smooth dagger affinoid over L
with corresponding presentation lim −hXh. Then, we have

RΓ(X,F†) = colim
h∈N

RΓ(Xh,F).

The assumptions of the previous lemma are designed to be satisfied by the hypersheaves defining
the de Rham and the Hyodo–Kato cohomology:

Remark 3.25. We note that Lemma 3.24 applies to F = FdR, thanks to Proposition 2.17, and it
applies to F = FHK thanks to Theorem 3.15(i).

Next, we recall that the category of partially proper dagger varieties is equivalent to the category
of partially proper rigid-analytic varieties, via the functor (3.18), [GK00, Theorem 2.27]. In the
situation of Lemma 3.24, such equivalence preserves cohomology:

Proposition 3.26. Fix notation as in 2.10 and Construction 3.18. Let F ∈ Shvhyp(RigL,éh,D)

that is the pullback of an hypersheaf in Shvhyp(RigSmL,ét,D). Let X be a partially proper dagger
variety over L. Then, there exists a natural isomorphism

RΓ(X,F†) ∼! RΓ(X̂,F).

Proof. Recalling that any partially proper dagger variety admits an admissible covering by Stein
spaces (see the proof of [GK00, Theorem 2.26]), we may assume that X is a Stein space. Then,
let {Un}n∈N be a Stein covering of X. Writing RΓ(X,F†) = R lim −n∈NRΓ(Un,F†), and similarly
RΓ(X̂,F) = R lim −n∈NRΓ(Ûn,F), it suffices to show that, for a fixed n ∈ N, the natural map
RΓ(Un+1,F†) ! RΓ(Un,F†) factors through RΓ(Ûn+1,F). Renaming V := Un and W := Un+1,
by Proposition 2.14 (and Remark 2.15), we can choose an éh-hypercover W• ! W with each Wm

smooth dagger affinoid over L; via pullback along the open immersion V ! W , we obtain an éh-
hypercover V• ! V with each Vm smooth dagger affinoid over L. Then, we may reduce to the case
V and W are smooth over L, which follows from Lemma 3.24. �

3.4.3. Semistable weak formal schemes. In order to study the Hyodo–Kato cohomology of
dagger varieties over C (Definition 3.19), we will define a convenient Beilinson basis for the site
Rig†C,éh. In addition to Notation 3.8, we introduce the following notation. We refer the reader to
[Mer72] for the basics on the theory of weak formal schemes, and to [LM13] for an analogue of
Raynaud’s theorem relating the categories of weak formal schemes and dagger varieties.
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Notation 3.27. We denote byM†ss the category of weak formal schemes over Spf(OC) having in
the Zariski topology a covering by open affines U with semistable coordinates, i.e. admitting an
Spf(OC)-morphism U! Spf(R�†) with

R�† := OC [t0, . . . , tr, t
±1
r+1, . . . , t

±1
d ]†/(t0 · · · tr − pq)

for some 0 ≤ r ≤ d, and q ∈ Q>0 (that may depend on U). We denote byM†ss,qcqs the subcategory
ofM†ss consisting of the qcqs formal schemes. We write

(−)η :M†ss ! Rig†C

for the generic fiber functor.

Proposition 3.28. The pair (M†ss, (−)η) is a Beilinson basis for the site Rig†C,éh.

Proof. As in the proof of Proposition 3.10, the statement follows from Proposition 2.14 (and Remark
2.15) combined with [CN20, Proposition 2.13]. �

The following result is an overconvergent version of Theorem 3.15.

Theorem 3.29. Let X be a dagger variety over C.
(i) (Local description) Assume X is the generic fiber of X ∈ M†ss, then there is a natural quasi-

isomorphism
RΓHK(X) ' RΓrig(Xk̄/O0

F̆
)

compatible with Frobenius ϕ and monodromy N . Here, the right-hand side denotes the (ratio-
nal) log-rigid cohomology of Xk̄ over O0

F̆
, [GK05, §1], [CDN20b, §3.1.2].

(ii) (Hyodo–Kato isomorphism) Assume X is connected and paracompact, then we have a natural
isomorphism in D(Modsolid

Qp )

ιHK : RΓHK(X)⊗L �
F̆
C
∼
! RΓdR(X).

Proof. Part (i) follows from [CN21a, §4.2.1, (iv)].28 Part (ii) for X smooth affinoid follows from
Theorem 3.15(ii) and Lemma 3.24 (together with Remark 3.25), using that the tensor product ⊗L �

F̆
commutes with filtered colimits. From Lemma 3.24 we also deduce that, for X smooth affinoid,
RΓHK(X) is represented by a complex of nuclear F̆ -vector spaces (recall that the category of nuclear
F̆ -vector spaces is closed under colimits). Therefore, the same argument used in the proof of
Theorem 3.15(iii) shows part (ii) in general. �

3.4.4. Finiteness. Now, we state the promised finiteness result for the Hyodo–Kato cohomology
groups of a qcqs dagger variety over C, and we give a bound on the slopes of such cohomology
groups regarded as ϕ-modules.

Theorem 3.30. Let X be a qcqs dagger variety over C. Let i ≥ 0.
(i) The condensed cohomology group H i

HK(X) (resp. H i
dR(X)) is a finite-dimensional condensed

vector space over F̆ (resp. over C).
(ii) The vector bundle on FF associated to the finite ϕ-module H i

HK(X) over F̆ has Harder–
Narasimhan slopes ≥ −i.

28Note that Theorem 3.15(i) implies that, for X a smooth rigid-analytic/dagger variety over C, the Hyodo–Kato
cohomology RΓHK(X) agrees with the one defined in [CN21a] considered in D(CondAb).
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Proof. In the case when X is the generic fiber of X ∈ M†ss,qcqs by Theorem 3.29(i) part (i) follows
from a result of Grosse-Klönne, [GK05, Theorem 5.3] (and base change), and part (ii) follows from
[CLS99, Théorème 3.1.2]. In the general case, we take a simplicial object U• ofM†ss,qcqs such that
U•,η ! X is a éh-hypercover, and we consider the spectral sequence

Ej,i−j1 = H i−j
HK (Uj,η) =⇒ H i

HK(X). (3.19)

Then, part (i) for the Hyodo–Kato cohomology follows immediately from the previous case, the
spectral sequence (3.19), and [Bos21, Lemma A.33]. Similarly, part (i) for the de Rham cohomology
follows from the previous case and an analogous spectral sequence for the de Rham cohomology.29

For part (ii), applying to (3.19) the exact functor E(−) sending a finite ϕ-module over F̆ to
the associated vector bundle on FF, and then twisting by O(i), we deduce that the vector bundle
E(H i

HK(X)) ⊗O(i) has non-negative Harder–Narasimhan slopes: in fact, by the previous case, for
all j, the vector bundle E(H i−j

HK (Uj,η))⊗O(i) has non-negative Harder–Narasimhan slopes, and then
the claim follows from the classification of vector bundles on FF. �

4. B-cohomology

This section is devoted to the proof of the following main result, which compares theB-cohomology
with the Hyodo–Kato cohomology.

Theorem 4.1. Let X be a connected, paracompact, rigid-analytic variety defined over C. Then, we
have a natural isomorphism in D(Modsolid

B )

RΓB(X) ' (RΓHK(X)⊗L �
F̆
Blog)N=0 (4.1)

compatible with the action of Frobenius ϕ. If X is the base change to C of a rigid-analytic variety
defined over K, then (4.1) is GK-equivariant.

We will first prove Theorem 4.1 in the case when X has semistable reduction. This will be done
in two main steps: we first compare, in §4.1, the B-cohomology with the log-crystalline cohomology
over Acris, and then, in §4.2, we relate the latter with the Hyodo–Kato cohomology.

Notation and conventions 4.2. In the following, we keep the notation and conventions introduced
in 3.1 and 3.8.

4.1. The comparison with the log-crystalline cohomology over Acris. We begin by compar-
ing the B-cohomology with the log-crystalline cohomology over Acris.

Theorem 4.3. Let X be a qcqs semistable p-adic formal scheme over Spf(OC) and let I ⊂ [1/(p−
1),∞) be a compact interval with rational endpoints. Then, there is a natural isomorphism in
D(Modsolid

Qp )

RΓBI (XC) ' RΓcris(XOC/p/A
×
cris)⊗

L �
Acris

BI (4.2)
compatible with the action of Frobenius ϕ.

In the first instance, we prove a local version of Theorem 4.3, and then we globalize the result.
Therefore, we begin by defining the local setting in which we will work.

29Alternatively, part (i) for the de Rham cohomology follows from part (i) for the de Hyodo–Kato cohomology
and the Hyodo–Kato isomorphism, Theorem 3.29(ii).
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Notation 4.4. Let X = Spf(R) be a connected affine p-adic formal scheme over Spf(OC) admitting
an étale Spf(OC)-morphism X! Spf(R�) with

R� := OC{t0, . . . , tr, t±1
r+1, . . . , t

±1
d }/(t0 · · · tr − p

q)

for some 0 ≤ r ≤ d, and q ∈ Q>0.
We denote by R�∞ the perfectoid R�-algebra defined by R�∞ := (lim−!m

R�m)∧p with

R�m := OC{t1/p
m

0 , . . . , t1/p
m

r , t
±1/pm

r+1 , . . . , t
±1/pm

d }/(t0 · · · tr − pq/p
m

)

and we put X�C,∞ := Spa(R�∞[1/p], R�∞). We set

R∞ := (R⊗R� R�∞)∧p

and we note that (see also [CK19, §3.2])

XC,∞ := Spa(R∞[1/p], R∞)! XC (4.3)

is an affinoid perfectoid pro-étale cover of XC with Galois group

Γ := Zp(1)d ∼= Zdp
where the latter isomorphism is given by the choice of a compatible system of p-th power roots of
unity in OC (see 2.31). We denote by γ1, . . . , γd the generators of Γ defined by

γi := (ε−1, 1, . . . , 1, ε, 1, . . . , 1) for i = 1, . . . , r

γi := (1, . . . , 1, ε, 1, . . . , 1) for i = r + 1, . . . , d

where ε sits on the i-th entry.

4.1.1. The condensed ring BI(R∞). In the setting of Notation 4.4, given M any pro-étale period
sheaf of §2.3.1, we put

M(R�∞) := M(X�C,∞) M(R∞) := M(XC,∞)

which we regard as condensed rings.

Remark 4.5. We recall from [CK19, §3.14] that we have the following decomposition of Ainf(R
�
∞)

Ainf(R
�
∞) ∼= Ainf(R

�)⊕ Ainf(R
�
∞)n-int (4.4)

where Ainf(R
�) denotes the “integral” part, and Ainf(R

�
∞)n-int the “nonintegral part”. We have

Ainf(R
�) ∼= Ainf{X0, . . . , Xr, X

±1
r+1, . . . , X

±1
d }/(X0 · · ·Xr − [p[]q) (4.5)

where Xi := [t[i ], and the convergence is (p, µ)-adic. Such decomposition lifts to Ainf(R∞) as follows

Ainf(R∞) ∼= Ainf(R)⊕ Ainf(R∞)n-int (4.6)

where Ainf(R) is the unique lift of the étale (R�/p)-algebra R/p, along θ : Ainf(R
�) � R�, to a

(p, µ)-adically complete, formally étale Ainf(R
�)-algebra.

Remark 4.6. Given a compact interval I ⊂ (0,∞) with rational endpoints, by [Bos21, Proposition
4.7(ii)], we have

AI(R∞) ∼= Ainf(R∞)⊗̂Ainf
AI (4.7)

where the completion ⊗̂Ainf
is p-adic. Then, one has similar decompositions as (4.6) replacing Ainf

with AI , resp. BI , and Ainf(R) with AI(R) := Ainf(R)⊗̂Ainf
AI , resp. BI(R) := AI(R)[1/p] (where

the completion ⊗̂Ainf
is p-adic).
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Remark 4.7. Let I ⊂ (0,∞) be a compact interval with rational endpoints. We claim that we have
a natural isomorphism

AI(R∞) ∼= Ainf(R∞)⊗�Ainf
AI (4.8)

In particular, inverting p, using that the solid tensor product commutes with filtered colimits, we
have an isomorphism

BI(R∞) ∼= Ainf(R∞)⊗�Ainf
BI .

To show (4.8), up to twisting by the Frobenius, we can assume that I ⊂ [1/(p− 1),∞). Now, we
use the isomorphism (4.7), and then we apply Proposition A.3 takingM = Ainf(R∞) and N = Ainf,I

(see 2.31 for the notation), regarded as objects of Modsolid
Ainf

, thus obtaining that

Ainf(R∞)⊗L �
Ainf

(Ainf,I)
∧
p
∼= (Ainf(R∞)⊗Ainf

Ainf,I)
∧
p (4.9)

where (−)∧p denotes the derived p-adic completion. Since Ainf,I is p-torsion-free, thanks to Lemma
A.5 the derived p-adic completion (Ainf,I)

∧ identifies with AI . Then, it remains to show that the
derived p-adic completion appearing on the right-hand side of (4.9) is underived: by [BMS18, Lemma
12.2] and Remark 2.32, we have µp−1/p ∈ Acris ⊂ AI , and therefore, for any integer n ≥ 1, we have
that Ainf,I/p

n = AI/p
n ∼= AI/(p

n, µn
′
) for a large enough integer n′;30 now, it suffices to observe

that, by [CK19, Lemma 3.13], (pn, µn
′
) is an Ainf(R∞)-regular sequence and Ainf(R∞)/(pn, µn

′
) is

flat over Ainf/(p
n, µn

′
),31 hence

Ainf(R∞)⊗L
Ainf

Ainf,I/(p
n, µn

′
)

is concentrated in degree 0, and the claim follows.

4.1.2. Local computations. Next, by a standard argument, we express locally the B-cohomology
and the B+

dR-cohomology in terms of Koszul complexes.

Lemma 4.8. Let I ⊂ (0,∞) be a compact interval with rational endpoints, and let m ≥ 1 be an
integer. Given

B ∈ {BI ,B,B+
dR,B

+
dR/Film}

we write B = BSpa(C)proét
for the corresponding condensed period ring. In the setting of Notation

4.4, we have a natural isomorphism in D(Modsolid
B )

RΓB(XC) ' Lηt KosB(R∞)(γ1 − 1, . . . , γd − 1) (4.10)

compatible with the filtration décalée of Definition 2.9.

Proof. Using Proposition 2.42(ii), it remains to check that

RΓproét(XC ,B) ' KosB(R∞)(γ1 − 1, . . . , γd − 1).

Considering the Cartan–Leray spectral sequence associated to the affinoid perfectoid pro-étale cover
XC,∞ ! XC of (4.3) with Galois group Γ ([Bos21, Proposition 4.12]), we have the following natural
isomorphism in D(Modsolid

B )

RΓcond(Γ,B(R∞))
∼
! RΓproét(XC ,B).

Then, the statement follows from [Bos21, Proposition B.3]. �

30In fact, one can take n′ := (p− 1)n.
31In fact, loc. cit. translates to the condensed setting, for the ideal sheaf (pn, µn

′
) in the condensed ring Ainf(R∞),

observing that both Ainf(R∞)/(pn, µn
′
) and Ainf/(p

n, µn
′
) are discrete.
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Our next goal is to express the right-hand side of (4.10) in terms of differential forms. For this,
recalling the notation introduced in Remark 4.5 and Remark 4.6, in the setting of Notation 4.4 we
denote the dual basis of the log Ainf -derivations (see [CK19, §5.10]) as follows:

∂i :=
∂

∂ log(Xi)
: Ainf(R)! Ainf(R) (4.11)

for 1 ≤ i ≤ d. Given I ⊂ (0,∞) a compact interval with rational endpoints, by slight abuse of
notation, we will also denote by ∂i the extension of the derivatives (4.11) to AI(R) or BI(R).

Lemma 4.9. Let I ⊂ [1/(p − 1),∞) be a compact interval with rational endpoints. In the setting
of Notation 4.4, we have a BI-linear quasi-isomorphism

KosAinf(R)(∂1, . . . , ∂d)⊗L �
Ainf

BI
∼
! KosBI(R)(∂1, . . . , ∂d)

∼
! Lηt KosBI(R∞)(γ1−1, . . . , γd−1) (4.12)

compatible with the action of Frobenius ϕ.

Proof. We will generalize the proof of [Bos21, Proposition 7.13]. Since µ divides γi− 1 in BI(R) for
all i, i.e. Γ acts trivially on BI(R)/µ, and since, by the choice of I, the elements µ and t differ by
a unit in BI , by [Bos21, Lemma 7.8] we have that

ηt KosBI(R)(γ1 − 1, . . . , γd − 1) ' KosBI(R)

(
γ1 − 1

t
, . . . ,

γd − 1

t

)
. (4.13)

Using that Acris ⊂ BI , by the choice of I, the arguments in [BMS18, Lemma 12.5] and [CK19,
Lemma 5.15] show that, for each i, we have the following Taylor expansion in BI(R)

γi − 1

t
=

∂

∂ log(Xi)
· h, with h := 1 +

∑
j≥1

tj

(j + 1)!

(
∂

∂ log(Xi)

)j
where h − 1 is topologically nilpotent, in particular the factor h is an automorphism of BI(R);
furthermore, the latter automorphism is ϕ-equivariant.32 Then, recalling the notation (4.11), we
deduce that the maps (

(BI(R)
∂i! BI(R)

)
(id, h)
−!

(
BI(R)

γi−1
! BI(R)

)
for 1 ≤ i ≤ d, induce a ϕ-equivariant quasi-isomorphism

KosBI(R)(∂1, . . . , ∂d)
∼
! ηt KosBI(R)(γ1 − 1, . . . , γd − 1). (4.14)

Next, we show that the natural map

ηt KosBI(R)(γ1 − 1, . . . , γd − 1)! ηt KosBI(R∞)(γ1 − 1, . . . , γd − 1) (4.15)

is a quasi-isomorphism. For this, recalling Remark 4.6, we have

AI(R∞) ∼= AI(R)⊕ AI(R∞)n-int

where AI(R∞)n-int denotes the “nonintegral part” of AI(R∞). Then, as Lηµ(−) commutes with
filtered colimits (hence with inverting p), it suffices to show that

Lηµ KosAI(R∞)n-int(γ1 − 1, . . . , γd − 1) ' 0. (4.16)

32To check this one can argue as in the proof of [Bos21, Proposition 7.13].
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In order to show (4.16) we need to prove that µ kills H i
cond(Γ,AI(R∞)n-int) for all i ∈ Z. By [CK19,

Proposition 3.25] (and [Bos21, Proposition B.3]), the element µ kills H i
cond(Γ,Ainf(R∞)n-int) for all

i ∈ Z, then we conclude by Corollary 4.11 below.
Now, combining (4.14) with (4.15), to prove the statement it remains to check that we have an

isomorphism
KosAinf(R)(∂1, . . . , ∂d)⊗L �

Ainf
BI

∼
! KosBI(R)(∂1, . . . , ∂d). (4.17)

Since the solid tensor product commutes with filtered colimits, it suffices to show (4.17) replacing
BI = AI [1/p] with AI . Then, using Proposition A.3, we reduce to showing that we have an
isomorphism

KosAinf(R)(∂1, . . . , ∂d)⊗̂
L
Ainf

AI
∼
! KosAI(R)(∂1, . . . , ∂d)

where the completion ⊗̂L
Ainf

is derived p-adic. For this, we observe that the latter completion is an
underived (termwise) p-adic completion: as recalled in Remark 4.7, for any integer n ≥ 1, we have
AI/p

n ∼= AI/(p
n, µn

′
) for a large enough integer n′, and, by [CK19, Lemma 3.13], (pn, µn

′
) is an

Ainf(R)-regular sequence with Ainf(R)/(pn, µn
′
) flat over Ainf/(p

n, µn
′
). �

We used crucially the following result.

Lemma 4.10. Let A be a condensed ring, and let (f) ⊂ A be a principal ideal sheaf. Let M be an
(f)-adically complete A-module in CondAb. Consider the following condition on a given A-module
P in CondAb:

for every j, n ≥ 1 the map TorAj (P,M/fn
′
)! TorAj (P,M/fn) vanishes for some n′ > n. (4.18)

For any bounded complex P • of A-modules in CondAb, with each P i and H i(P •) satisfying (4.18),
for all i ∈ Z we have a natural isomorphism in CondAb

H i(P •⊗̂AM) ∼= H i(P •)⊗̂AM
where the completion ⊗̂A is (f)-adic.

Proof. See the proof of [CK19, Lemma 3.30]. �

Corollary 4.11. Let I ⊂ [1/(p−1),∞) be a compact interval with rational endpoints. Let us denote
N∞ := Ainf(R∞)n-int. Then, for every i ∈ Z, we have a natural isomorphism in CondAb

H i
cond(Γ, N∞⊗̂Ainf

AI) ∼= H i
cond(Γ, N∞)⊗̂Ainf

AI

where the completion ⊗̂Ainf
is p-adic.

Proof. We will show that the condition (4.18) of Lemma 4.10 holds for A = Ainf , f = p, M = AI ,
and each P ∈ {Ainf(R∞), H i

cond(Γ, N∞), H i
cond(Γ, N∞/µ)}, adapting the argument of [CK19,

Lemma 3.31] to our setting.
For P = Ainf(R∞), we even have that P ⊗L

Ainf
AI/p

n ∈ D(CondAb) is concentrated in degree 0
for all n ≥ 1: in fact, recalling that AI/pn ∼= AI/(p

n, µn
′
) for a large enough integer n′ (see Remark

4.7), it suffices to apply [CK19, Lemma 3.13], which implies that (pn, µn
′
) is an Ainf(R∞)-regular

sequence with Ainf(R∞)/(pn, µn
′
) flat over Ainf/(p

n, µn
′
) (noting that the latter two condensed rings

are discrete).
Next, we claim that the case P = H i

cond(Γ, N∞) follows from the case P = H i
cond(Γ, N∞/µ).

In fact, by [CK19, Proposition 3.25] (and [Bos21, Proposition B.3]), µ kills every Hj
cond(Γ, N∞),
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therefore, the long exact sequence in condensed group cohomology associated to the short exact
sequence 0! N∞

µ
! N∞ ! N∞/µ! 0, gives the short exact sequences

0! H i
cond(Γ, N∞)! H i

cond(Γ, N∞/µ)! H i+1
cond(Γ, N∞)! 0.

By [Bos21, Proposition B.3], H i
cond(Γ, N∞) vanishes for a large enough integer i, hence the claim

follows by descending induction on i.
Finally, for P = H i

cond(Γ, N∞/µ), we claim that P satisfies the following conditions that imply
the condition (4.18) of Lemma 4.10:
(i) P is p-torsion-free;
(ii) for every n ≥ 1, P/pn is a filtered colimit of Ainf -modules isomorphic to Ainf/(ϕ

−r(µ), pn) for
variable r ≥ 0.

In fact, recalling [Bos21, Proposition B.3], condition (i) follows from [CK19, Proposition 3.19], and
condition (ii) follows from [CK19, Proposition 3.19, Corollary 3.23] and Lazard’s theorem ([Sta20,
058G]), observing that P/pn is discrete. It remains to show that such conditions on P imply the
condition (4.18) of Lemma 4.10 in our case. For this, by condition (i) and Lemma A.5, we have
that P ⊗L

Ainf
Ainf/p

n = P ⊗L
Z Z/pn is concentrated in degree 0, and then by condition (ii) and the

µ-torsion-freeness of Ainf/p
n, we can reduce to checking that, for every n ≥ 1 and r ≥ 0, the map

Tor
Ainf/p

n′

1 (Ainf/(ϕ
−r(µ), pn

′
), AI/p

n′)! Tor
Ainf/p

n

1 (Ainf/(ϕ
−r(µ), pn), AI/p

n) (4.19)

vanishes for some n′ > n. In order to check this, we observe that the source of the map (4.19)
identifies with (AI/p

n′)[ϕ−r(µ)] (and the target with (AI/p
n)[ϕ−r(µ)]), and we conclude observing

that ϕ−r(µ) divides µ in Ainf ,33 and, by Lemma 2.33, the map (AI/p
n′)[µ] ! AI/p

n vanishes for
some n′ > n. �

4.1.3. The functorial isomorphism. As we will see in this subsection, the source of the quasi-
isomorphism (4.12) of Lemma 4.9 computes

RΓcris(XOC/p/A
×
cris)⊗

L �
Acris

BI .

Therefore, Lemma 4.9, combined with Lemma 4.8, already provides a local version of the desired
Theorem 4.3. However, such quasi-isomorphism depends on the choice of the coordinates X !
Spf(R�), introduced in Notation 4.4. To have a functorial quasi-isomorphism, we will rely on a
modification of the method of “all possible coordinates” pioneered by Bhatt–Morrow–Scholze in
[BMS18, §12.2], and used by Česnavičius–Koshikawa in [CK19, §5] to prove the functoriality with
respect to étale maps of the absolute crystalline comparison isomorphism for the Ainf -cohomology
in the semistable case.

Let us begin resuming the setting of [CK19, §5.17].

Notation 4.12. We denote by kC the residue field of OC .
• Let X = Spf(R) be an affine p-adic formal scheme over Spf(OC), such that every two
irreducible components of Spec(R⊗OC kC) intersect, and such that there exist finite sets Σ
and Λ 6= ∅, and a closed immersion of p-adic formal schemes over Spf(OC)

X ↪! Spf(R�Σ)×Spf(OC)

∏
λ∈Λ Spf(R�λ ) =: Spf(R�Σ,Λ) (4.20)

33In fact, for any r ≥ 1, one has µ = (
∏r−1
j=0 ϕ

−j(ξ)) · ϕ−r(µ).
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where
R�Σ := OC{t±1

σ : σ ∈ Σ}
the induced map X! Spf(R�Σ) is a closed immersion, and, for each λ ∈ Λ,

R�λ := OC{tλ,0, . . . , tλ,rλ , t
±1
λ,rλ+1

, . . . , t±1
λ,d}/(tλ,0 · · · tλ,rλ − p

qλ)

for some 0 ≤ rλ ≤ d, and qλ ∈ Q>0, and the induced map X! Spf(R�λ ) is étale.
We will denote by MR the canonical log structure on R, Notation 3.8.

• We define
A�inf,Σ,Λ := Ainf(R

�
Σ)⊗̂Ainf

⊗̂
λ∈ΛAinf(R

�
λ )

where the completions are (p, µ)-adic.
We will denote by M�

inf,Σ,Λ the log structure on A�inf,Σ,Λ associated to the log structures
on Ainf(R

�
Σ) and Ainf(R

�
λ ), for varying λ ∈ Λ, defined in [CK19, §5.9].

• Similarly to Notation 4.4, we define R�Σ,Λ,∞ a perfectoid R�Σ,Λ-algebra such that

Spa(R�Σ,Λ,∞[1/p], R�Σ,Λ,∞)! XC (4.21)

is an affinoid perfectoid pro-étale cover of XC with Galois group

ΓΣ,Λ := ΓΣ ×
∏
λ∈Λ Γλ ∼= Z|Σ|p ×

∏
λ∈Λ Zdp

(see also [CK19, §5.18]).
We denote by (γσ)σ∈Σ, (γλ,i)λ∈Λ,1≤i≤d the generators of ΓΣ,Λ defined by

γσ := (1, . . . , 1, ε, 1, . . . , 1) for σ ∈ Σ

where ε sits on the σ-th entry, and

γλ,i := (ε−1, 1, . . . , 1, ε, 1, . . . , 1) for i = 1, . . . , rλ

γλ,i := (1, . . . , 1, ε, 1, . . . , 1) for i = rλ + 1, . . . , d

where ε sits on the i-th entry.
The base change of (4.21) along the generic fiber of (4.20) defines an affinoid perfectoid

pro-étale cover of XC
XC,Σ,Λ,∞ := Spa(RΣ,Λ,∞[1/p], RΣ,Λ,∞)! XC

with Galois group ΓΣ,Λ.
• Given M any pro-étale period sheaf of §2.3.1, we set

M(RΣ,Λ,∞) := M(XC,Σ,Λ,∞)

and we regard it as a condensed ring.

Remark 4.13. In Notation 4.12, the assumption on the special fiber Spec(R ⊗OC kC) guarantees
that each irreducible component of such special fiber is cut out by a unique tλ,i with 0 ≤ i ≤ rλ
(see also [CK19, §5.17]).

We note that Remark 4.6 and Remark 4.7 hold in the setting of Notation 4.12, i.e. with R�Σ and
R�λ in place of R�. In particular, to fix the notation, we let

Ainf(R
�
Σ) ∼= Ainf{X±1

σ |σ ∈ Σ}

Ainf(R
�
λ ) ∼= Ainf{Xλ,0, . . . , Xλ,rλ , X

±1
rλ+1, . . . , X

±1
λ,d}/(Xλ,0 · · ·Xλ,rλ − [p[]qλ)
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be the isomorphisms (4.5) for R�Σ and R�λ .

For the proof of Theorem 4.3, we will need the next result from [CK19, §5.22] on the log-crystalline
cohomology over Acris, that we translate here in the condensed setting.

Lemma 4.14. In the setting of Notation 4.12, we have a ϕ-equivariant identification

RΓcris(XOC/p/A
×
cris) ' Ω•DΣ,Λ(R) := KosDΣ,Λ(R) ((∂σ)σ∈Σ, (∂λ,i)λ∈Λ,1≤i≤d) (4.22)

where DΣ,Λ(R) is an Acris-algebra in CondAb characterized by the following properties: DΣ,Λ(R) is
p-adically complete, and, for each integer n ≥ 1, DΣ,Λ(R)/pn is the log PD envelope of 34

(A�inf,Σ,Λ ⊗Ainf
Acris/p

n,M�
inf,Σ,Λ)� (R/p,MR) over A×cris/p

n � O×C/p.

Here, ∂σ := ∂
∂ log(Xσ) , resp. ∂λ,i := ∂

∂ log(Xλ,i)
, are as in (4.11) with R�Σ, resp. R

�
λ , in place of R.

Proof. This is the content of [CK19, Proposition 5.23], which relies on [Bei13, (1.8.1)]. The charac-
terization of DΣ,Λ(R) follows from [CK19, §5.22, Lemma 5.29]. �

We note that the action of ΓΣ,Λ on A�inf,Σ,Λ induces a natural action of ΓΣ,Λ on DΣ,Λ(R).

The next lemma, which is a semistable version of [BMS18, Corollary 12.7], expresses the complex
Ω•DΣ,Λ(R) of Lemma 4.14, which computes the log-crystalline cohomology over Acris, in terms of
condensed group cohomology RΓcond(ΓΣ,Λ, DΣ,Λ(R)) via passage through Lie algebra cohomology.
Cf. [CN17, §4.3].

Lemma 4.15. In the setting of Notation 4.12, we denote by Lie ΓΣ,Λ the Lie algebra of ΓΣ,Λ, and
we write exp : Lie ΓΣ,Λ

∼= ΓΣ,Λ for the exponential isomorphism. Then, there is a natural action of
Lie ΓΣ,Λ on DΣ,Λ(R) defined for g ∈ Lie ΓΣ,Λ, with exp(g) = γ ∈ ΓΣ,Λ, by

g = log(γ) :=
∑
n≥1

(−1)n−1

n
(γ − 1)n. (4.23)

We write UΣ,Λ for the universal enveloping algebra of Lie ΓΣ,Λ, and we denote by

RΓ(Lie ΓΣ,Λ, DΣ,Λ(R)) := RHomUΣ,Λ
(Zp, DΣ,Λ(R)) ∈ D(CondAb)

the Lie group cohomology.
(i) There is a quasi-isomorphism

LηµRΓ(Lie ΓΣ,Λ, DΣ,Λ(R)) ' Ω•DΣ,Λ(R).

(ii) There is a quasi-isomorphism

RΓ(Lie ΓΣ,Λ, DΣ,Λ(R)) ' RΓcond(ΓΣ,Λ, DΣ,Λ(R)).

Proof. We first need to check that, for g ∈ Lie ΓΣ,Λ, the series (4.23) converges to an endomorphism
of DΣ,Λ(R). For this, it suffices to prove that the action of γ − 1 on DΣ,Λ(R) takes values in
([ε] − 1)DΣ,Λ(R): in fact, by [BMS18, Lemma 12.2], this implies that the action of (γ−1)n

n on
DΣ,Λ(R) has values in DΣ,Λ(R), and such values converge to 0 as n!∞. Thus, following the proof
of [BMS18, Lemma 12.6] and using [CK19, Lemma 5.29], we can reduce to checking that the action

34Here, R/p is equipped with the pullback of the canonical log structure MR on R, and A�
inf,Σ,Λ ⊗Ainf Acris/p

n is
endowed with the pullback of the log structure M�

inf,Σ,Λ on A�
inf,Σ,Λ, Notation 4.12.
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of γ − 1 on A�inf,Σ,Λ takes values in ([ε] − 1)A�inf,Σ,Λ: this is clear for γ being one of the generators
(γσ)σ∈Σ, (γλ,i)λ∈Λ,1≤i≤d of ΓΣ,Λ.35

Next, to prove both part (i) and part (ii), we denote T (Σ,Λ) := Σ∪{(λ, i) : λ ∈ Λ, 1 ≤ i ≤ d}. By
(the proof of) [CK19, Lemma 5.33], the element γτ ∈ ΓΣ,Λ acts on DΣ,Λ(R) as the endomorphism
exp(log([ε]) · ∂τ ), for varying τ ∈ T (Σ,Λ). Therefore, denoting gτ := log([ε]) · ∂τ ∈ Lie ΓΣ,Λ, we
have a quasi-isomorphism

RΓ(Lie ΓΣ,Λ, DΣ,Λ(R)) ' KosDΣ,Λ(R)(gτ∈T (Σ,Λ)) (4.24)

Since log([ε]) and µ differ by a unit in Acris, part (i) follows from the quasi-isomorphism (4.24) and
[Bos21, Lemma 7.8(ii)]. For part (ii), we note that gτ = log(γτ ) = (γτ − 1) · hτ for τ ∈ T (Σ,Λ),
with hτ automorphisms of DΣ,Λ(R) commuting with each other and with γτ − 1, therefore

KosDΣ,Λ(R)(gτ∈T (Σ,Λ)) ∼= KosDΣ,Λ(R)((γτ − 1)τ∈T (Σ,Λ)) (4.25)

(cf. the proof of [BMS18, Lemma 12.5]). Then, the statement of part (ii) follows combining (4.24),
(4.25), and [Bos21, Proposition B.3]. �

We deduce the following result.

Corollary 4.16. In the setting of Notation 4.12, we have a natural (in X and the datum (4.20))
quasi-isomorphism

RΓcris(XOC/p/A
×
cris)

∼
−! LηµRΓcond(ΓΣ,Λ, DΣ,Λ(R)) (4.26)

Proof. We first construct the desired natural morphism (4.26). By the proof of [Bei13, (1.8.1)] and
by [CK19, Lemma 5.29], we have the following Čech-Alexander computation of the log-crystalline
cohomology over Acris:

RΓcris(XOC/p/A
×
cris) ' (DΣ,Λ(R)(0)! DΣ,Λ(R)(1)! DΣ,Λ(R)(2)! · · · ) (4.27)

where DΣ,Λ(R)(n) := lim −m≥1
DΣ,Λ,m(R)(n) with Spec(DΣ,Λ,m(R)(n)) the (n + 1)-fold product of

Spec(DΣ,Λ(R)/pm) in (XOC/p/A
×
cris,m)cris (we recall 3.1 for the notation). On the other hand, by

[Bos21, Proposition B.2(i)], the condensed group cohomology is computed by

RΓcond(ΓΣ,Λ, DΣ,Λ(R)) '
(
DΣ,Λ(R)! Hom(Z[ΓΣ,Λ], DΣ,Λ(R))! Hom(Z[Γ2

Σ,Λ], DΣ,Λ(R))! · · ·
)
.

(4.28)
Under the identifications (4.27) and (4.28), we define the morphism

RΓcris(XOC/p/A
×
cris)! RΓcond(ΓΣ,Λ, DΣ,Λ(R)) (4.29)

induced, in degree n ≥ 0, by the composite of the termwise action ΓnΣ,Λ×DΣ,Λ(R)(n)! DΣ,Λ(R)(n)

with the co-diagonal map DΣ,Λ(R)(n) ! DΣ,Λ(R). By [BMS18, Lemma 6.10] there is a natural
map

LηµRΓcris(XOC/p/A
×
cris)! RΓcris(XOC/p/A

×
cris) (4.30)

which is a quasi-isomorphism, as it follows combining Lemma 4.14 and Lemma 4.15(i). Using the
quasi-isomorphism (4.30), applying the décalage functor Lηµ(−) to (4.29), we obtain the desired
morphism (4.26), which is a quasi-isomorphism thanks to Lemma 4.14 (which relies on [Bei13,
(1.8.1)], as (4.27)) and Lemma 4.15. �

35Note that, for 1 ≤ i ≤ d, the element γλ,i − 1 acts as follows on Xj : it sends Xi 7! ([ε] − 1)Xi; Xj 7! 0 if
0 < j 6= i; X0 7! ([ε−1]− 1)X0 = −([ε]− 1)[ε−1]X0 if i ≤ rλ; and X0 7! 0 if i > rλ.
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As a next step toward Theorem 4.3, we want to construct a comparison morphism from the
log-crystalline cohomology over Acris to the BI -cohomology. For this, we will rely on the morphism
(4.26), defined in Corollary 4.16, and on the following construction (which is inspired from the proof
of [Kos22, Theorem 8.1]), that will allow us to compare the target of (4.26) with the BI -cohomology.

Lemma 4.17. In the setting of Notation 4.12, there is a natural (in R and the datum (4.20))
ΓΣ,Λ-equivariant map

DΣ,Λ(R)! Acris(RΣ,Λ,∞) (4.31)
where Acris(RΣ,Λ,∞) := Ainf(RΣ,Λ,∞)⊗̂Ainf

Acris and the completion ⊗̂Ainf
is p-adic.

Proof. Since both Acris(RΣ,Λ,∞) and DΣ,Λ(R) are p-adically complete (for the latter, recall [CK19,
Lemma 5.29]), it suffices to construct, for each n ≥ 1, a natural mapDΣ,Λ(R)/pn ! Acris(RΣ,Λ,∞)/pn.
We observe that Acris(RΣ,Λ,∞)/pn = Ainf(RΣ,Λ,∞) ⊗Ainf

Acris/p
n. Then, we consider the following

commutative diagram of log rings

(A�inf,Σ,Λ ⊗Ainf
Acris/p

n,M�
inf,Σ,Λ) (R/p,MR)

(Ainf(RΣ,Λ,∞)⊗Ainf
Acris/p

n, N)a (RΣ,Λ,∞/p,MR).

(4.32)

Here, R/p and RΣ,Λ,∞/p are equipped with the pullback of the canonical log structure MR on R,
and A�inf,Σ,Λ ⊗Ainf

Acris/p
n is endowed with the pullback of the log structure M�

inf,Σ,Λ on A�inf,Σ,Λ,
as in Lemma 4.14. Moreover, Ainf(RΣ,Λ,∞) ⊗Ainf

Acris/p
n is equipped with the pullback of the

log structure on Ainf(RΣ,Λ,∞) associated to the pre-log structure defined as follows: we set N :=
(hgp)−1(M�

inf,Σ,Λ) where hgp denotes the morphism of groups associated to the natural morphism
of monoids h : M�

inf,Σ,Λ ! MR; the argument of [CK19, Lemma 5.37] shows that the natural
map M�

inf,Σ,Λ ! Ainf(RΣ,Λ,∞) uniquely extends to a map N ! Ainf(RΣ,Λ,∞).36 The resulting
surjective map of log rings at the bottom of the diagram (4.32) is exact by construction, hence, the
universal property of the log PD envelope DΣ,Λ(R)/pn gives the desired natural map DΣ,Λ(R)/pn !
Acris(RΣ,Λ,∞)/pn. �

We are now ready to prove Theorem 4.3.

Proof of Theorem 4.3. It suffices to prove the statement Zariski locally on X in a functorial way, as
X is assumed to be qcqs and the derived tensor product ⊗L �

Acris
commutes with finite limits.

Thus, let X = Spf(R) as in Notation 4.12, with fixed finite sets Σ and Λ. We will denote
T (Σ,Λ) := Σ ∪ {(λ, i) : λ ∈ Λ, 1 ≤ i ≤ d}.

First, we note that, similarly to Lemma 4.8, we have a ϕ-equivariant identification

RΓBI (XC) ' LηtRΓcond(ΓΣ,Λ,BI(RΣ,Λ,∞)) ' Lηt KosBI(RΣ,Λ,∞)((γτ − 1)τ∈T (Σ,Λ)). (4.33)

Then, using the natural map (4.26) constructed in Corollary 4.16, together with the natural mor-
phism (4.31) constructed in Lemma 4.17, we have a natural (in X and the datum (4.20)) morphism

RΓcris(XOC/p/A
×
cris)

∼
! LηµRΓcond(ΓΣ,Λ, DΣ,Λ(R))! LηµRΓcond(ΓΣ,Λ,BI(RΣ,Λ,∞)). (4.34)

36In fact, in the notation of [CK19, §5.25, §5.26], it suffices to prove that Ainf(RΣ,Λ,∞) is naturally an (A�
inf,Σ,Λ⊗Z[Q]

Z[Pλ0 ])-algebra compatibly with the change of λ0 ∈ Λ, which is shown in [CK19, Lemma 5.37].
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Using that µ and t differ by a unit in BI , (4.34) induces a natural morphism

fX,Σ,Λ : RΓcris(XOC/p/A
×
cris)⊗

L �
Acris

BI ! RΓBI (XC) (4.35)

that we claim to be a quasi-isomorphism. For this, it suffices to show that, for a fixed λ ∈ Λ, we
have a commutative diagram as follows, whose arrows are quasi-isomorphisms

KosAcris(R)λ ((∂λ,i)1≤i≤d)⊗L �
Acris

BI ηt KosBI(Rλ,∞)((γλ,i − 1)1≤i≤d)

KosDΣ,Λ(R)

(
(∂τ )τ∈T (Σ,Λ)

)
⊗L �
Acris

BI ηt KosBI(RΣ,Λ,∞)((γτ − 1)τ∈T (Σ,Λ))

(4.36)

with the bottom arrow of (4.36) compatible with the morphism (4.35), under the identifications
(4.22) and (4.33). Here, we denote Acris(R)λ := Ainf(R)λ⊗̂Ainf

Acris, where the completion ⊗̂Ainf
is

p-adic, and Ainf(R)λ is the unique lift of the étale (R�λ /p)-algebra R/p, along θ : Ainf(R
�
λ ) � R�λ ,

to a (p, µ)-adically complete, formally étale Ainf(R
�
λ )-algebra.

(i) The right vertical map of (4.36) is a quasi-isomorphism since, by Lemma 4.8 and (4.33), both
the target and the source are quasi-isomorphic to RΓBI (XC).

(ii) The top horizontal arrow of (4.36) is induced by the quasi-isomorphism constructed in Lemma
4.9, observing that we have the following identifications:

KosAinf(R)λ ((∂λ,i)1≤i≤d)⊗L �
Ainf

BI =
(
KosAinf(R)λ ((∂λ,i)1≤i≤d)⊗L �

Ainf
Acris

)
⊗L �
Acris

BI

and, by Proposition A.3,

KosAinf(R)λ ((∂λ,i)1≤i≤d)⊗L �
Ainf

Acris ' KosAcris(R)λ ((∂λ,i)1≤i≤d) (4.37)

as we now explain. In fact, Proposition A.3 implies that the derived solid tensor product
⊗L �
Ainf

appearing in (4.37) can be replaced by the derived p-adic completion ⊗̂L
Ainf

, and then
it remains to observe that the latter completion identifies with the underived (termwise)
p-adic completion: for this, denoting by A

(m)
cris ⊂ Acris the p-adic completion of the Ainf -

subalgebra generated by ξj/j! for varying j ≤ m, we note that, for any integer n ≥ 1, we have
Acris/p

n ∼= lim−!m≥pA
(m)
cris /p

n, with A
(m)
cris /p

n ∼= A
(m)
cris /(p

n, µn
′
) for m ≥ p, and a large enough

integer n′ (see [CK19, §3.26]);37 then, we recall that (pn, µn
′
) is an Ainf(R)-regular sequence

with Ainf(R)/(pn, µn
′
) flat over Ainf/(p

n, µn
′
) (see [CK19, Lemma 3.13]).

(iii) The left vertical map of (4.36) is constructed as follows. Since DΣ,Λ(R) is a p-adically complete
pro-nilpotent thickening of R/p (here we use [CK19, Lemma 5.29]), by the infinitesimal lifting
criterion for the p-adic formally étale map Acris(R

�
λ ) ! Acris(R)λ, we deduce that in the

following diagram

Acris(R
�
λ ) Acris(R)λ

DΣ,Λ(R) R/p

37In fact, for m ≥ p, one has µp/p! ∈ A(m)
cris , therefore one can take n′ := pn.
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there exists a unique dotted arrow making the diagram commute. The resulting map

KosAcris(R)λ ((∂λ,i)1≤i≤d)! KosDΣ,Λ(R)

(
(∂τ )τ∈T (Σ,Λ)

)
is a quasi-isomorphism, as both the source and the target compute RΓcris(XOC/p/A

×
cris), by

[CK19, Proposition 5.13] and Lemma 4.14, respectively.
(iv) The bottom horizontal arrow of (4.36) is constructed as follows. Similarly to the map (4.1.2)

in Lemma 4.9, for varying τ ∈ T (Σ,Λ), we have ϕ-equivariant maps(
(DΣ,Λ(R)

∂τ! DΣ,Λ(R)
)

(id, hτ )
−!

(
DΣ,Λ(R)

γτ−1
! DΣ,Λ(R)

)
(4.38)

with hτ := 1 +
∑

j≥1
tj

(j+1)!(∂τ )j , which induce a ϕ-equivariant quasi-isomorphism

KosDΣ,Λ(R)

(
(∂τ )τ∈T (Σ,Λ)

) ∼
! ηµ KosDΣ,Λ(R)

(
(γτ − 1)τ∈T (Σ,Λ)

)
(4.39)

(cf. [CK19, Proposition 5.34]). Moreover, the ΓΣ,Λ-equivariant map (4.31) constructed in
Lemma 4.17, induces a morphism

ηµ KosDΣ,Λ(R)

(
(γτ − 1)τ∈T (Σ,Λ)

)
! ηµ KosBI(RΣ,Λ,∞)((γτ − 1)τ∈T (Σ,Λ)). (4.40)

Then, we define the bottom horizontal arrow of (4.36) as the morphism induced by the com-
posite of (4.39) and (4.40). The so constructed morphism makes the diagram (4.36) commute,
it is compatible with the morphism (4.35), under the identifications (4.22) and (4.33), and, by
the previous points, it is a quasi-isomorphism.

Taking the filtered colimit lim−!Σ,Λ
of the quasi-isomorphisms fX,Σ,Λ constructed in (4.35), putting

everything together, using that ⊗L �
Acris

commutes with filtered colimits, we obtain the desired quasi-
isomorphism

fX : RΓcris(XOC/p/A
×
cris)⊗

L �
Acris

BI
∼
−! lim−!

Σ,Λ

K(RΣ,Λ,∞) ' RΓBI (XC).

where we denoted K(RΣ,Λ,∞) := LηtRΓcond(ΓΣ,Λ,BI(RΣ,Λ,∞)).

It remains to show that the morphism fX depends functorially on X = Spf(R). For this, it suffices
to prove that the filtered colimit lim−!Σ,Λ

K(RΣ,Λ,∞) depends functorially on R, compatibly with the
constructed morphism from the complex RΓcris(XOC/p/A

×
cris) (i.e. the filtered colimit lim−!Σ,Λ

of the
morphisms defined in (4.34)). We study separately the latter filtered colimit in the case X is smooth
or non-smooth, and show that it reduces to a simpler filtered colimit.38

• Suppose X is smooth. In this case, given a finite set Λ as in Notation 4.12, for each pair
(λ, i) with λ ∈ Λ and 0 ≤ i ≤ d, we have

tλ,i = (pq)nλ,i · uλ,i for unique nλ,i ∈ Z≥0 and uλ,i ∈ R× (4.41)

where q ∈ Q>0 is the unique element such that Z · q =
∑

λ∈Λ Z · qλ inside Q (see [CK19,
(5.26.2)]). We recall that p-th power roots of p in OC are fixed (Notation 3.8). Then, for
sufficiently large finite sets Σ ⊂ R× (containing the uλ,i’s as in (4.41)), denoting RΣ,∞ :=
RΣ,∅,∞, we have natural surjections

RΣ,Λ,∞ � RΣ,∞ (4.42)

38We thank Teruhisa Koshikawa for suggesting the following idea.
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given by assigning the images of p-th power roots of uλ,i. The maps (4.42) induce an
isomorphism

lim−!
Σ,Λ

K(RΣ,Λ,∞)
∼
−! lim−!

Σ

K(RΣ,∞) (4.43)

as both sides of (4.43) compute RΓBI (XC).
• Suppose X is non-smooth. We choose an étale map X ! Spf(R�λ0

) as in Notation 4.12.
Then, by Remark 4.13, given a finite set Λ containing λ0, for each pair (λ, i) with λ ∈ Λ and
0 ≤ i ≤ d, either the image of tλ,i in R lies in R×, or it cuts out an irreducible component
of the special fiber of X, and there exists a unique 0 ≤ i′ ≤ rλ0 (depending on i) such that

tλ,i = uλ,λ0,i · tλ0,i′ for a unique uλ,λ0,i ∈ R× (4.44)

(see [CK19, (5.27.1)]). Then, for sufficiently large finite sets Σ ⊂ R× (containing the invert-
ible tλ,i’s in R and the uλ,λ0,i’s as in (4.44)), we have natural surjections

RΣ,Λ,∞ � RΣ,{λ0},∞ (4.45)

given by assigning the images of p-th power roots of tλ,i in the case the image of tλ,i in R
lies in R×, or by assigning the images of p-th power roots of uλ,λ0,i in the complementary
case. The maps (4.45) induce an isomorphism

lim−!
Σ,Λ

K(RΣ,Λ,∞)
∼
−! lim−!

Σ

K(RΣ,{λ0},∞). (4.46)

For later reference, we note here that for a finite set Λ as in Notation 4.12 containing λ0,
and for sufficiently large finite sets Σ, for any λ ∈ Λ we have a commutative diagram

RΣ,{λ},∞

RΣ,Λ,∞

RΣ,{λ0},∞.

o (4.47)

Here, the bottom diagonal arrow is (4.45), the top diagonal arrow is defined similarly to the
latter (with λ in place of λ0), and the vertical arrow is the isomorphism defined as follows.
For (λ, i) such that the image of tλ,i in R does not lie in R×, the relation (4.44) implies that
there exists a unique 0 ≤ i′ ≤ rλ0 (depending on i) such that, for any integer m ≥ 0, we
have

t
1/pm

λ,i = u
(m)
λ,λ0,i

· t1/p
m

λ0,i′
in RΣ,Λ,∞ for a unique u(m)

λ,λ0,i
∈ R×Σ,Λ,∞

using that t1/p
m

λ0,i′
is a unit in RΣ,Λ,∞[1/p] and RΣ,Λ,∞ is integrally closed in RΣ,Λ,∞[1/p].

Then, the vertical arrow of (4.47) is defined by sending, for m ≥ 0 and (λ, i) as before,
the element t1/p

m

λ,i in RΣ,{λ},∞ to the image of u(m)
λ,λ0,i

· t1/p
m

λ0,i′
in RΣ,{λ0},∞; this defines an

isomorphism as the u(m)
λ,λ0,i

’s are invertible.

Now, let g : X′ = Spf(R′)! X = Spf(R) be a map of affine p-adic formal schemes over Spf(OC),
with X and X′ equipped with data as in Notation 4.12, for some sets Σ and Λ0 with Λ0 = {λ0} in
the case X is non-smooth and Λ = ∅ in the smooth case, resp. Σ′ and Λ′0 with Λ′0 = {λ′0} in the case
X′ is non-smooth and Λ = ∅ in the smooth case. Then, for a sufficiently large finite set Σ′ ⊂ R′×,
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there exists a canonical map g� : Spf(R′�Σ′,Λ′0)! Spf(R�Σ,Λ0
) of p-adic formal schemes over Spf(OC)

making the following diagram commute

X′ X

Spf(R′�Σ′,Λ′0) Spf(R�Σ,Λ0
).

g

g�

(4.48)

In fact, suppose X and X′ are non-smooth (in the other cases one can argue similarly), then by
Remark 4.13, for 0 ≤ i ≤ d, we have the following relation in R′

tλ0,i = (p
qλ′0 )nλ0,i · uλ0,λ′0,i

·
∏

0≤j≤rλ′0

(tλ′0,j)
aλ0,i,j

for unique nλ0,i ∈ Z≥0, uλ0,λ′0,i
∈ R′×, and aλ0,i,j ∈ Z≥0 not all positive; hence, we take Σ′ ⊂ R′×

containing a copy of Σ and the units uλ0,λ′0,i
for 0 ≤ i ≤ d.

For a sufficiently large finite set Σ′ ⊂ R′×, the diagram (4.48) induces a morphism of Galois
covers

X′C,Σ′,Λ′0,∞
XC,Σ,Λ0,∞

X′C XC

which in turn induces a map lim−!Σ
K(RΣ,Λ0,∞)! lim−!Σ

K(R′Σ′,Λ′0,∞
). The latter map composed with

the isomorphism (4.43) (in the case R is smooth, and similarly for R′) or the isomorphism (4.46)
(in the case R is non-smooth, and similarly for R′), induces a map

lim−!
Σ,Λ

K(RΣ,Λ,∞)! lim−!
Σ′,Λ′

K(R′Σ′,Λ′,∞) (4.49)

which does not depend on the choices of λ0 and λ′0: this follows from the commutative diagram (4.47)
(and a similar diagram for R′). By construction, the map (4.49) fits in the following commutative
diagram

RΓcris(XOC/p/A
×
cris) lim−!Σ,Λ

K(RΣ,Λ,∞)

RΓcris(X
′
OC/p/A

×
cris) lim−!Σ′,Λ′

K(R′Σ′,Λ′,∞)

where the top, resp. bottom, horizontal arrow is the filtered colimit lim−!Σ,Λ
, resp. lim−!Σ′,Λ′

, of the
morphisms defined in (4.34). This concludes the proof. �

4.2. The comparison with the Hyodo–Kato cohomology. Now, we have all the ingredients
to conclude the proof of Theorem 4.1.

Proof of Theorem 4.1. First, let X ∈ Mss,qcqs, i.e. X a qcqs semistable p-adic formal scheme over
Spf(OC). We want to show the statement for X = XC . Combining Theorem 4.3 with Theo-
rem 3.2(i), and recalling Remark 2.32, for any compact interval I ⊂ [1/(p − 1),∞) with rational
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endpoints, we have a natural isomorphism

RΓBI (XC) ' (RΓHK(XC)⊗L �
F̆
Blog,I)

N=0. (4.50)

Twisting by the Frobenius, and recalling that ϕ is a (σF̆ -semilinear) automorphism on the Hyodo–
Kato cohomology, we deduce that (4.50) extends to any compact interval I ⊂ (0,∞) with rational
endpoints. Then, passing to the derived limit over all such I, by Lemma 2.41 we have a natural
isomorphism

R lim −
I

RΓBI (XC) ' RΓB(XC)

and then, by [Bos21, Corollary A.67(ii)], which applies observing that Blog,I is a nuclear F̆ -vector
space, and recalling that RΓHK(XC) is representable by a bounded complex of F̆ -Banach spaces
(see Theorem 3.15(ii) and its proof), we obtain a natural isomorphism

RΓB(XC) ' (RΓHK(XC)⊗L �
F̆
B̂log)N=0

where B̂log := R lim −I Blog,I . Now, we claim that the natural map

(RΓHK(XC)⊗L �
F̆
Blog)N=0 ! (RΓHK(XC)⊗L �

F̆
B̂log)N=0 (4.51)

is an isomorphism. In fact, recalling that Blog = B[U ] and Blog,I = BI [U ], both the source and
the target of (4.51) identify with the complex RΓHK(XC)⊗L �

F̆
B via the operator exp(N ·U) on the

latter tensor product (cf. Lemma 7.6; note that the monodromy N is nilpotent on RΓHK(XC), by
Theorem 3.15(ii), in particular such operator is well-defined).39

Next, let X be a qcqs rigid-analytic variety over C. Consider a simplicial object U• ofMss,qcqs

such that U•,η ! X is a éh-hypercover. To show that for such X we have an isomorphism as in
(4.1), since the B-cohomology satisfies éh-hyperdescent, we have

RΓB(X) = lim
[n]∈∆

RΓB(Un,C) (4.52)

and then, using that the Hyodo–Kato cohomology satisfies éh-hyperdescent as well, it suffices to
show that the natural map at the top of the following commutative diagram is an isomorphism

lim[n]∈∆(RΓcris(U
0
n,OC/p/O

0
F̆

)Qp ⊗L �
F̆
Blog)N=0 (RΓHK(X)⊗L �

F̆
Blog)N=0

lim[n]∈∆(RΓcris(U
0
n,OC/p/O

0
F̆

)Qp ⊗L �
F̆
B) RΓHK(X)⊗L �

F̆
B.

(4.53)

Here, arguing as above, the vertical arrows are the isomorphisms defined by the operator exp(N ·U)
(recall that the monodromy N is nilpotent on RΓHK(X), by Theorem 3.15(ii), in particular such
operator is well-defined).40 We note that the bottom horizontal arrow of the diagram (4.53) is an
isomorphism thanks to [Bos21, Corollary A.67(ii)] (which applies recalling that B is a Fréchet space

39We observe that, in the case when XC is the base change to C of a rigid-analytic variety defined over K, such
identifications may be not GK-equivariant. However, in this case, the map (4.51) is GK-equivariant.

40Similarly to Footnote 39, in the case when X is the base change to C of a rigid-analytic variety defined over K,
such isomorphisms may be not GK-equivariant. However, in this case, the top horizontal arrow of the diagram above
is GK-equivariant.
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and each RΓcris(U
0
n,OC/p/O

0
F̆

)Qp is representable by a complex of nuclear F̆ -vector spaces, and using
(3.16)). Then, we deduce that the top horizontal arrow is an isomorphism as well, as desired.41

Lastly, for a X connected, paracompact, rigid-analytic variety over C, choosing a quasi-compact
admissible covering {Un}n∈N of X such that Un ⊆ Un+1, using Theorem 3.15(ii), the same argument
used above to show that the top horizontal arrow in (4.53) is an isomorphism reduces us to the
previous case.42 �

5. B+
dR-cohomology

Our first goal in this section is to compare the B+
dR-cohomology with the de Rham cohomology.

5.1. The comparison with the de Rham cohomology. In the smooth case, the following result
is essentially already contained in [Bos21, §6], and relies on Scholze’s Poincaré lemma for B+

dR.

In the following, we denote by RΓdR(X) the de Rham cohomology endowed with the Hodge
filtration (Definition 2.16).

Theorem 5.1. Let X be a connected, paracompact, rigid-analytic variety defined over K. Then,
we have a natural isomorphism in D(Modsolid

B+
dR

)

RΓB+
dR

(XC) ' RΓdR(X)⊗L �
K B+

dR (5.1)

compatible with filtrations, and the action of GK .

Proof. Assume first thatX is smooth. By [Bos21, Lemma 2.17, Corollary 6.12, Lemma 6.13, Lemma
5.6(ii)] we have an isomorphism in D(Modsolid

B+
dR

)

RΓB+
dR

(XC) ' RΓ(X,Ω•X ⊗�K B+
dR)

compatible with filtrations. Then, in this case, the statement follows from [Bos21, Theorem 5.20].
The general case follows by éh-hyperdescent, using [Bos21, Corollary A.67(ii)], and observing, for

the compatibility with filtrations part, that the filtration on RΓdR(X) is finite, Proposition 2.18 (as
X is also assumed to be of finite dimension, §1.7). �

The same argument and references used in the proof of Theorem 5.1 also show the following
result, which generalizes [Bos21, Theorem 1.8(ii)] to the singular case:

Theorem 5.2. Let X be a connected, paracompact, rigid-analytic variety defined over K. Then,
we have a natural isomorphism in D(Modsolid

B+
dR

)

RΓproét(XC ,B+
dR) ' Fil0(RΓdR(X)⊗L �

K BdR).

41In the case X is a qcqs smooth rigid-analytic variety over C, we can use the following alternative argument. We
first note that the complex RΓB(X) is bounded: for this, as X is qcqs, we can reduce to the case X is a smooth
affinoid over C, in which case the claim follows from the identification RΓB(X) = LηtRΓproét(X,B) (Lemma 2.42(ii))
and the vanishing Hi

proét(X,B) = 0 for i > dimX (see the proof of Lemma 2.40). Therefore, we can replace the limit
lim[n]∈∆ appearing in (4.52) by a finite limit lim[n]∈∆≤m

for a sufficiently big integer m. Then, using that also the
complex RΓHK(X) is bounded (Theorem 3.15(ii)), the top horizontal arrow in (4.53) is an isomorphism using that
⊗L �
F̆

commutes with finite limits.
42Recall that any rigid-analytic variety is assumed to quasi-separated and of finite dimension, §1.7.
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5.1.1. Compatibility. Our next goal is to prove that the comparison of Theorem 5.1 is compatible
with the comparison of Theorem 4.1.

Theorem 5.3. Let X be a connected, paracompact, rigid-analytic variety defined over K.
(i) (Hyodo–Kato isomorphism over B+

dR) We have a natural isomorphism in D(Modsolid
B+

dR

)

RΓHK(XC)⊗L �
F̆
B+

dR
∼
−! RΓdR(X)⊗L �

K B+
dR. (5.2)

(ii) (Compatibility) The isomorphism (5.1) of Theorem 5.1 is compatible with the isomorphism
(4.1) of Theorem 4.1, i.e. we have a commutative diagram as follows

RΓB(XC) (RΓHK(XC)⊗L �
F̆
Blog)N=0

RΓB+
dR

(XC) RΓdR(X)⊗L �
K B+

dR

∼

∼

where the left vertical map is induced by the inclusion B ↪! B+
dR, and the right vertical map is

induced by (5.2).

We refer the reader to Theorem 5.20 for a version of Theorem 5.3 for rigid-analytic varieties
defined over C.

5.2. The comparison with the infinitesimal cohomology over B+
dR. To prove Theorem 5.3

we will relate the B+
dR-cohomology of Definition 2.38 to the infinitesimal cohomology over B+

dR in
a way that is compatible with the comparison between the B-cohomology and the log-crystalline
cohomology over Acris (following from Theorem 4.3).

5.2.1. The infinitesimal cohomology over B+
dR and its filtrations. We begin with some recollections

on the infinitesimal cohomology over B+
dR of rigid-analytic varieties, introduced in [Guo21].

Definition 5.4 (Infinitesimal cohomology over B+
dR). Let X be a rigid-analytic variety over C.

Given an integer m ≥ 1, denote B+
dR,m = B+

dR/ξ
m.

The infinitesimal site (X/B+
dR,m)inf of X over B+

dR,m is defined as follows:
• the underlying category has objects the pairs (U, T ) where U is an open subspace of X and
U ! T is an infinitesimal thickening of adic spaces with T an adic space of topological finite
presentation over B+

dR,m, and morphisms (U, T )! (U ′, T ′) with U ! U ′ an open immersion
and T ! T ′ a compatible map of adic spaces over B+

dR,m;
• the coverings are given by the families of morphisms {(Ui, Ti) ! (U, T )} with Ui ! U and
Ti ! T coverings for the analytic topology.

The infinitesimal site of X over B+
dR is defined as the direct limit of sites (in the sense of [AGV71,

Exposé VI, §8])
(X/B+

dR)inf := lim−!
m

(X/B+
dR,m)inf .

The infinitesimal structure sheaf Oinf on (X/B+
dR)inf is the sheaf with values in Modcond

B+
dR

sending

(U, T ) to OT (T ), and the infinitesimal cohomology of X over B+
dR is defined as

RΓinf(X/B
+
dR) := RΓ((X/B+

dR)inf ,Oinf) ∈ D(Modcond
B+

dR

).
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One can also define a big infinitesimal site version of the (small) infinitesimal sites defined above
(cf. [Guo21, Definition 2.1.2]).

Definition 5.5 (Infinitesimal filtration). Let X be a rigid-analytic variety over C. We define the
infinitesimal filtration on the infinitesimal cohomology of X over B+

dR as the Nop-indexed filtration

Fil?inf RΓinf(X/B
+
dR) := RΓ((X/B+

dR)inf ,J ?inf)

induced on the i-th level by the subsheaf J iinf ⊂ Oinf on (X/B+
dR)inf , where Jinf is the kernel ideal

of the natural map from the infinitesimal structure sheaf Oinf to the pullback, on the infinitesimal
site, of the analytic structure sheaf of X.

We recall that the infinitesimal cohomology over B+
dR satisfies éh-hyperdescent:

Lemma 5.6. The presheaf

Rigop
C ! D(Modcond

B+
dR

) : Y 7! RΓinf(Y/B
+
dR)

satisfies éh-hyperdescent.

Proof. The statement follows from [Guo21, Theorem 6.2.5]. �

On the other hand, the pieces of the infinitesimal filtration on the infinitesimal cohomology over
B+

dR (Definition 5.5) do not satisfy éh-hyperdescent in general.43 For this reason, we introduce the
following filtration on the infinitesimal cohomology over B+

dR that is closer to the Hodge filtration
on the de Rham cohomology (Definition 2.16) and it will be crucial in the formulation of the
semistable conjecture for proper (possibly singular) rigid-analytic varieties over C (see Theorem
7.4). The following definition is based on Proposition 2.14 (and Remark 2.15).

Definition 5.7 (Hodge filtration). Let X be a rigid-analytic variety over C. We define the Hodge
filtration on the infinitesimal cohomology of X over B+

dR as the Nop-indexed filtration

Fil?Hdg RΓinf(X/B
+
dR)

given on the i-th level by the cohomology on X of the hypersheaf on RigC,éh associated to the
presheaf

RigSmop
C ! D(Modcond

B+
dR

) : Y 7! Filiinf RΓinf(Y/B
+
dR).

In the smooth case the Hodge filtration on the infinitesimal cohomology over B+
dR (Definition 5.7)

agrees with the infinitesimal filtration (Definition 5.5).

43Similarly, the pieces of the infinitesimal filtration on the infinitesimal cohomology over C do satisfy éh-
hyperdescent. In fact, supposing the contrary, by [Guo21, Theorem 1.2.1(i)] and Proposition 2.14 we would have, for
any rigid-analytic variety X over C, a natural filtered isomorphism between the infinitesimal cohomology of X over
C and the de Rham cohomology of X over C (Definition 2.16). Now, assuming that X is a complete intersection
affinoid, there is a natural filtered isomorphism between the infinitesimal cohomology of X over C and the cohomology
of the analytic derived de Rham complex of X over C, [Guo21, Corollary 5.5.2]; but, the graded pieces of the latter
do not vanish if X is not smooth (recalling that the i-th graded piece of the analytic derived de Rham complex of
X over C can be identified with a shift of the i-fold wedge product of the analytic cotangent complex of X over C),
instead, by Proposition 2.18, the graded pieces of the de Rham cohomology of X over C eventually vanish.
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Proposition 5.8. (Hodge filtration in the smooth case) Let X be a smooth rigid-analytic variety
over C. We have a natural isomorphism of filtered objects

Fil?inf RΓinf(X/B
+
dR)

∼
−! Fil?Hdg RΓinf(X/B

+
dR).

We will prove Proposition 5.8 in the next subsection, together with the following already an-
nounced comparison of the B+

dR-cohomology with the infinitesimal cohomology over B+
dR.

Theorem 5.9. For any rigid-analytic variety X over C, we have a natural isomorphism in D(Modcond
B+

dR

)

RΓB+
dR

(X) ' RΓinf(X/B
+
dR) (5.3)

compatible with filtrations, endowing the B+
dR-cohomology with the filtration decalée (Definition 2.9)

and the infinitesimal cohomology over B+
dR with the Hodge filtration (Definition 5.7).

5.2.2. Proofs. We want to prove Theorem 5.3, Proposition 5.8 and Theorem 5.9.

As a first step toward Theorem 5.3, we need to construct a natural map from the log-crystalline
cohomology over Acris to the infinitesimal cohomology over B+

dR.

Lemma 5.10. Let X be a semistable p-adic formal scheme over OC , and let X = XC denote its
generic fiber. Then, there exists a natural morphism

RΓcris(XOC/p/A
×
cris)! RΓinf(X/B

+
dR). (5.4)

Proof. We can assume that X is affine. We note that we have a natural isomorphism

RΓcris(XOC/p/A
×
cris) ' RΓcris(X/A

×
cris).

Then, it suffices to construct, for each integer m ≥ 1, a morphism of big sites

f : (X/B+
dR,m)INF ! (X/A×cris)CRIS

recalling that the restriction functor from the big topos the small one preserves cohomology (see
[Guo21, Corollary 2.2.8] for the infinitesimal topos). We define f via the continuous functor sending
U ! Spf(A) in the big log-crystalline site (X/A×cris)CRIS to UC ! Spa(A ⊗Acris B

+
dR,m) in the big

infinitesimal site (X/B+
dR,m)INF (forgetting the log structures). One checks that f is a well-defined

morphism of sites, with the help of [Sta20, 00X4, 00X5]. �

Before proving Theorem 5.3, we will show the following intermediate compatibility result.

Proposition 5.11. Let X be the generic fiber of a qcqs semistable formal scheme X defined over
Spf(OC). Let I = [1, r] ⊂ (0,∞) be an interval with rational endpoints. Then, the isomorphism
(4.2) is compatible with the isomorphism (5.3), i.e. we have a commutative diagram as follows

RΓBI (X) RΓcris(XOC/p/A
×
cris)⊗L �

Acris
BI

RΓB+
dR

(X) RΓinf(X/B
+
dR)

∼

∼

where the left vertical map is induced by the inclusion BI ↪! B+
dR, and the right vertical map is

induced by the morphism (5.4) constructed in Lemma 5.10.
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To show Proposition 5.11, we will prove Theorem 5.9 going over the same steps as in the proof
of Theorem 4.3. We begin with the first step, corresponding to Lemma 4.9.

Lemma 5.12. In the setting of Notation 4.4, for any integer m ≥ 1, we have a B+
dR,m-linear

quasi-isomorphism

KosAinf(R)(∂1, . . . , ∂d)⊗L
Ainf

B+
dR/ξ

m ∼
! KosB+

dR/ξ
m(R)(∂1, . . . , ∂d)

∼
! Lηt Kos(B+

dR/Film)(R∞)(γ1−1, . . . , γd−1)

compatible with the quasi-isomorphism (4.12).

Proof. Since µ and t differ by a unit in B+
dR/ξ

m, as in the proof of Lemma 4.9 we can reduce to
showing that the element µ kills H i

cond(Γ,Ainf(R∞)n-int ⊗Ainf
B+

dR/ξ
m) for all i ∈ Z. Let N∞ :=

Ainf(R∞)n-int. We proceed by induction on m ≥ 1. Since ξ is a non-zero-divisor in Ainf(R∞) ⊃ N∞,
we have the following exact sequence

0! N∞ ⊗Ainf
C(m)! N∞ ⊗Ainf

B+
dR/ξ

m+1 ! N∞ ⊗Ainf
B+

dR/ξ
m ! 0

which allows us to reduce to the case m = 1. Then, it suffices to show that the element εp − 1

kills H i
cond(Γ, Ô+(R∞)n-int) for all i ∈ Z, which follows from [Sch13a, Lemma 5.5] (and [Bos21,

Proposition B.3]). �

The following byproduct of Lemma 5.12 will be useful later on.

Corollary 5.13. In the setting of Notation 4.4, for any i ≥ 0, we have a B+
dR-linear quasi-

isomorphism
ξmax(i−•,0)Ω•

B+
dR(R)

∼
! FiliRΓB+

dR
(X) (5.5)

where Ω•
B+

dR(R)
:= KosB+

dR(R)(∂1, . . . , ∂d).

Proof. The statement follows combining Lemma 4.8, Lemma 5.12, and Lemma 2.41. In fact, by
induction on i ≥ 0, we can reduce to showing (5.5) on graded pieces. �

As done in §4.1.3, in order to construct a functorial isomorphism, we need to introduce more
general coordinates. For this, we resume here the setting of [CK19, §6.3].44

Notation 5.14.
• LetX = Spa(A,A◦) an affinoid space over Spa(C,OC) that is the base change to Spa(C,OC)
of an affinoid space X0 = Spa(A0, A

◦
0) defined over Spa(L,OL), for some finite subextension

F̆ ⊂ L ⊂ C, and admitting an étale Spa(L,OL)-morphism

X0 ! Spa(L〈T0, . . . , Tr, T
±1
r+1, . . . , T

±1
d 〉/(T0 · · ·Tr−pq),OL〈T0, . . . , Tr, T

±1
r+1, . . . , T

±1
d 〉/(T0 · · ·Tr−pq))

for some 0 ≤ r ≤ d, and q ∈ Q>0.
Assume, in addition, that there are finite subsets Ψ0 ⊂ (A◦0)× and Ξ0 ⊂ A◦0 ∩ A

×
0 such

that the L-linear map

L〈(X±1
u )u∈Ψ0 , (Xa)a∈Ξ0〉! A0, Xu 7! u, Xa 7! a, (5.6)

is surjective. In particular, there are finite subsets Ψ ⊂ (A◦)× and Ξ ⊂ A◦ ∩ A× such that
the C-linear map

C〈(X±1
u )u∈Ψ, (Xa)a∈Ξ〉! A, Xu 7! u, Xa 7! a, (5.7)

44We warn the reader that our notation slightly differs from loc. cit..
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is surjective.45

• We consider the affinoid perfectoid cover

C〈(X±1
u )u∈Ψ, (Xa)a∈Ξ〉! C〈(X±1/p∞

u )u∈Ψ, (X
1/p∞
a )a∈Ξ〉 (5.8)

with Galois group
ΓΨ,Ξ :=

∏
ΨtΞ Zp(1) ∼= Z|ΨtΞ|

p .

We denote by (γu)u∈ΨtΞ the canonical generators of ΓΨ,Ξ.
The base change of (5.8) along the surjection (5.7) gives the following affinoid perfectoid

pro-étale cover of X

XΨ,Ξ,∞ := Spa(AΨ,Ξ,∞, A
+
Ψ,Ξ,∞)! X

with Galois group ΓΨ,Ξ.
• Given M any pro-étale period sheaf of §2.3.1, we set

M(A+
Ψ,Ξ,∞) := M(XΨ,Ξ,∞)

and we regard it as a condensed ring.

Remark 5.15. As observed in [CK19, §6.2 and §6.3], for any smooth rigid-analytic variety X over
C, the affinoid spaces Spa(A,A◦) of Notation 5.14 form an basis for the analytic topology of X.

The following result should be regarded as the analogue of Lemma 4.14 over B+
dR.

Lemma 5.16. In the setting of Notation 5.14, we have a filtered quasi-isomorphism

RΓinf(X/B
+
dR) ' Ω•

DΨ,Ξ(A)/B+
dR

:= KosDΨ,Ξ(A) ((∂u)u∈Ψ, (∂a)a∈Ξ) (5.9)

where DΨ,Ξ(A) = lim −m≥1
DΨ,Ξ,m(A), and, for each m ≥ 1, DΨ,Ξ,m(A) is the B+

dR/ξ
m-algebra

representing the envelope of

Spa(A) ↪! Spa(B+
dR/ξ

m〈(X±1
u )u∈Ψ, (Xa)a∈Ξ〉) over Spa(C) ↪! Spa(B+

dR/ξ
m). (5.10)

Here, ∂u := ∂
∂ log(Xu) = Xu · ∂

∂Xu
for a ∈ Ψ ∪ Ξ, and the right-hand side of (5.9) in endowed with

the infinitesimal filtration, defined on the i-th level, for i ≥ 0, as follows:

Fili Ω•
DΨ,Ξ(A)/B+

dR

:= Jmax(i−•,0)Ω•
DΨ,Ξ(A)/B+

dR

(5.11)

where J := lim −m Jm with Jm the ideal corresponding to the closed immersion (5.10).

Proof. The statement follows from [Guo21, Theorem 4.1.1, Theorem 7.2.3]. �

Keeping the notation of the above lemma, we state the following result.

Lemma 5.17. In the setting of Notation 5.14, for any sufficiently large Ψ and Ξ, we have an
isomorphism in D(Modsolid

B+
dR

)

Ω•
DΨ,Ξ(A)/B+

dR

' Ω•A0/K
⊗�L B+

dR (5.12)

compatible with filtrations, where the left-hand side is endowed with the infinitesimal filtration (5.11),
and the right-hand side is endowed with the tensor product filtration.

45The descent (5.6) of (5.7) to L is needed in [CK19, Lemma 6.3.8], which we will use in Lemma 5.17 below.



RATIONAL p-ADIC HODGE THEORY FOR RIGID-ANALYTIC VARIETIES 61

Proof. We consider the B+
dR-algebra ODΨ,Ξ(A) defined as the completion of

(A0 ⊗�L B+
dR)⊗�

B+
dR

DΨ,Ξ(A)! A0

along its kernel. Then, we have the following natural

DΨ,Ξ(A)! ODΨ,Ξ(A) A0 ⊗�L B+
dR (5.13)

and, denoting by Ω•ODΨ,Ξ(A)/B+
dR

the de Rham complex associated to ODΨ,Ξ(A) over B+
dR, we

consider the natural maps of complexes

Ω•
DΨ,Ξ(A)/B+

dR

! Ω•ODΨ,Ξ(A)/B+
dR

 Ω•A0/K
⊗�L B+

dR. (5.14)

We claim that the zigzag (5.14) is a filtered quasi-isomorphism. As in [BMS18, Lemma 13.13], it
suffices to check that, for sufficiently large Ψ and Ξ, we have

DΨ,Ξ(A) ∼= (A0⊗�LB+
dR)J(Xu− ũ)u∈(ΨtΞ)\{T1,...,Td}K, ODΨ,Ξ(A) ∼= (A0⊗�LB+

dR)J(Xu− ũ)u∈ΨtΞK.

The first isomorphism follows from [CK19, Lemma 6.3.8], observing that the completed tensor
product of Tate L-algebras, appearing in loc. cit., agrees with the solid tensor product ⊗�L. The
second isomorphism follows from the first one, using that the completion of A0 ⊗�L A0 ! A0 along
its kernel is isomorphic to A0J(u⊗ 1− 1⊗ u)u∈{T1,...,Td}K. �

We proceed by constructing in coordinates a natural map from the log-crystalline cohomology
over Acris to the infinitesimal cohomology over B+

dR, with an eye to the compatibility between (4.2)
and (5.3) that we want to prove. For this, we first need to relate the setting of Notation 4.12 to the
one of Notation 5.14.
Notation 5.18. In the setting of Notation 4.12, we put Spa(A,A◦) = X := XC , and

Ψ := {tσ}σ∈Σ ∪
⋃
λ∈Λ{tλ,rλ+1, . . . , tλ,d}, Ξ :=

⋃
λ∈Λ{tλ,1, . . . , tλ,rλ}.

These choices satisfy the assumptions of Notation 5.14, therefore in the following we can retain the
notation of loc. cit. using such choices.
Lemma 5.19. In the setting of Notation 5.18, there is a natural morphism

Ω•DΣ,Λ(R)/Acris
! Ω•

DΨ,Ξ(A)/B+
dR

which, under the isomorphisms (4.22) and (5.9), is compatible with the morphism (5.4) constructed
in Lemma 5.10.
Proof. We need to construct, in the setting of Notation 5.18, for each integer m ≥ 1, a natural map

DΣ,Λ(R)! DΨ,Ξ,m(A) (5.15)

compatible with the natural maps to A.46 By [CK19, §6.5], there exist a p-adically complete ring
of definition DΨ,Ξ,m(A)0 of DΨ,Ξ,m(A), and a commutative diagram of log rings as follows

(A�inf,Σ,Λ ⊗Ainf
Acris/p

n,M�
inf,Σ,Λ) (R/p,MR)

(DΨ,Ξ,m(A)0/p
n, N)a (R/p,MR).

46This is done in [CK19, §6.5], which we rephrase here in a slightly different way, proceeding as in the proof of
Lemma 4.17.
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Here, R/p is equipped with the pullback of the canonical log structure MR on R, and the ring
A�inf,Σ,Λ⊗Ainf

Acris/p
n is endowed with the pullback of the log structure M�

inf,Σ,Λ on A�inf,Σ,Λ. More-
over, DΨ,Ξ,m(A)0/p

n is equipped with the pullback of the log structure on DΨ,Ξ,m(A)0 associated to
the following pre-log structure: as in Lemma 4.17, we set N := (hgp)−1(M�

inf,Σ,Λ) where hgp denotes
the morphism of groups associated to the natural morphism of monoids h : M�

inf,Σ,Λ ! MR; the
argument of [CK19, §6.5] shows that the natural map M�

inf,Σ,Λ ! DΨ,Ξ,m(A)0 uniquely extends to
a map N ! DΨ,Ξ,m(A)0. The resulting surjective map of log rings at the bottom of the diagram
(4.32) is exact by construction, hence, the universal property of the log PD envelope DΣ,Λ(R)/pn

gives the desired natural map DΣ,Λ(R)/pn ! DΨ,Ξ,m(A)0/p
n. Since both DΨ,Ξ,m(A)0 and DΣ,Λ(R)

are p-adically complete (for the latter, recall [CK19, Lemma 5.29]), we obtain a map (5.15) as
desired. �

We can finally prove the main results of this section.

Proof of Theorem 5.9. The argument of will be analogous to the one in the proof of Theorem 4.3,
in order to prove the compatibility stated in Proposition 5.11.

As both the B+
dR-cohomology, together with its filtration decalée, and the infinitesimal coho-

mology over B+
dR, together with its Hodge filtration, satisfy éh-hyperdescent (for the infinitesimal

cohomology, see Lemma 5.6 and Definition 5.7), it suffices to prove the statement éh-locally on X
in a functorial way. Thus, by Proposition 3.10, we can place ourselves in the setting of Notation
5.18, with sufficiently large Ψ and Ξ.

Fix m ≥ 1. As in Lemma 4.8, we have a quasi-isomorphism

RΓ(XC , LηtRν∗(B+
dR/Film)) ' Lηt Kos(B+

dR/Film)(A+
Ψ,Ξ,∞)((γu − 1)u∈ΨtΞ). (5.16)

Next, we claim that we have a commutative diagram as follows, whose arrows are natural quasi-
isomorphisms

KosAcris(R)λ ((∂λ,i)1≤i≤d)⊗L �
Acris

B+
dR/ξ

m ηt Kos(B+
dR/Film)(Rλ,∞)((γλ,i − 1)1≤i≤d)

KosDΨ,Ξ,m(A) ((∂u)u∈ΨtΞ) ηt Kos(B+
dR/Film)(A+

Ψ,Ξ,∞)((γu − 1)u∈ΨtΞ).

(5.17)

(i) The right vertical map of (5.17) is a quasi-isomorphism since, by Lemma 4.8, both the target
and the source are quasi-isomorphic to the complex RΓ(XC , LηtRν∗(B+

dR/Film)).
(ii) The top horizontal arrow of (5.17) is the quasi-isomorphism obtained combining Lemma 5.12

with (4.37).
(iii) The left vertical map of (5.17) is induced by the one constructed in Lemma 5.19. We observe

that both the target and the source of this map are derived ξ-adically complete.47 Then, by
the derived Nakayama lemma, it suffices to show that such a map is a quasi-isomorphism
for m = 1. In this case, both the target and the source compute the de Rham cohomology
RΓdR(XC). The former follows reducing the quasi-isomorphism (5.12) mod ξ. For the latter,
we observe that (for m = 1) by [CK19, Proposition 5.13], and Proposition A.3, the source

47For the latter, one can use for example the quasi-isomorphism of part (ii) combined with [BS15, Proposition
3.4.4, Lemma 3.4.14].
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computes (RΓcris(XOC/p/A
×
cris)⊗̂

L
Acris
OC)Qp , and by [Bei13, (1.11.1) and (1.8.1)] we have a

quasi-isomorphism

(RΓcris(XOC/p/A
×
cris)⊗̂

L
Acris
OC)Qp

∼
! RΓlog dR(X)Qp

∼
! RΓdR(XC).

(iv) To construct the bottom horizontal arrow of (5.17), we first note that, similarly to (4.39), we
have a quasi-isomorphism

KosDΨ,Ξ,m(A) ((∂u)u∈ΨtΞ)
∼
! ηt KosDΨ,Ξ,m(A) ((γu − 1)u∈ΨtΞ) . (5.18)

Next, we define a natural ΓΨ,Ξ-equivariant B+
dR/ξ

m-linear map

DΨ,Ξ,m(A)! (B+
dR/Film)(A+

Ψ,Ξ,∞) (5.19)

via sending Xu to [(u, u1/p, . . .)], which induces a morphism

KosDΨ,Ξ,m(A) ((γu − 1)u∈ΨtΞ)! ηt Kos(B+
dR/Film)(A+

Ψ,Ξ,∞)((γu − 1)u∈ΨtΞ). (5.20)

Then, we define the bottom horizontal arrow of (5.17) as the composite of (5.18) and (5.20).
The so constructed map makes the diagram (5.17) commute and, by the previous points, it is
a quasi-isomorphism.

Now, taking the filtered colimit lim−!Ψ,Ξ
, over all sufficiently large Ψ and Ξ, of the constructed

bottom horizontal quasi-isomorphism of (5.17), and then passing to the limit R lim −m, using the
quasi-isomorphism (5.16) combined with Lemma 2.41, and recalling Lemma 5.16, we obtain the
desired quasi-isomorphism: such morphism is functorial since taking instead the filtered colimit of
lim−!Ψ

, over all sufficiently large Ψ (and Ξ = ∅), of the bottom horizontal quasi-isomorphism of (5.17),
we obtain the same morphism. This finishes the proof of (5.3).

For the compatibility with filtrations part, we need to use in addition the compatibility with
filtration stated in Lemma 5.16, Lemma 5.17, and Corollary 5.13. �

Proof of Proposition 5.11. By the proof of Theorem 5.9 above, we can reduce to checking the com-
mutativity of the following diagram

DΛ,Σ(R) Acris(RΣ,Λ,∞)

DΨ,Ξ,m(A) (B+
dR/Film)(A+

Ψ,Ξ,∞)

where the top horizontal arrow is (4.31), the left vertical arrow is (5.15), the bottom horizontal arrow
is (5.19), and the right vertical arrow is induced by the composition Acris ↪! B+

dR � B+
dR/Film. In

turn, we can reduce to verifying the commutativity of the following diagram

A�inf,Σ,Λ Ainf(RΣ,Λ,∞)

Ainf〈(X±1
u )u∈Ψ, (Xa)a∈Ξ〉 Ainf(A

+
Ψ,Ξ,∞).

This is clear as both the composition maps from A�inf,Σ,Λ to Ainf(A
+
Ψ,Ξ,∞) sendXτ to [(Xτ , X

1/p
τ , . . .)],

for any τ ∈ Σ ∪ {(λ, i) : λ ∈ Λ, 1 ≤ i ≤ d}. �
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Proof of Proposition 5.8. We may assume X qcqs. We want to show that, given i ≥ 0, for any
éh-hypercover Y• ! X of qcqs smooth rigid-analytic varieties over C, the natural map

Filiinf RΓinf(X/B
+
dR)! lim

[n]∈∆
Filiinf RΓinf(Yn/B

+
dR) (5.21)

is an isomorphism. For this, we observe that, by the proof of Theorem 5.9 (recalling Remark 5.15),
for smooth rigid-analytic varieties over C the infinitesimal filtration on the infinitesimal cohomology
over B+

dR naturally identifies with the filtration decalée on the B+
dR-cohomology, and the latter

satisfies éh-hyperdescent. �

Before proving Theorem 5.3, we state and prove a version of the latter for rigid-analytic varieties
defined over C.

Theorem 5.20. Let X be a connected, paracompact, rigid-analytic variety defined over C.
(i) (Hyodo–Kato isomorphism over B+

dR) We have a natural isomorphism in D(Modsolid
B+

dR

)

RΓHK(X)⊗L �
F̆
B+

dR
∼
−! RΓinf(X/B

+
dR). (5.22)

(ii) (Compatibility) The isomorphism (5.1) of Theorem 5.1 is compatible with the isomorphism
(4.1) of Theorem 4.1, i.e. we have a commutative diagram as follows

RΓB(X) (RΓHK(X)⊗L �
F̆
Blog)N=0

RΓB+
dR

(X) RΓinf(X/B
+
dR)

∼

∼

where the left vertical map is induced by the inclusion B ↪! B+
dR, and the right vertical map is

induced by (5.22).

Proof. For part (i), as in the proof of Theorem 3.15(iii), we can reduce to showing the statement
locally for X the generic fiber of X ∈ Mss,qcqs. For this, by Theorem 3.2, which applies thanks to
Remark 3.9, we have a natural morphism in D(Modsolid

B+
dR

)

RΓcris(X
0
OC/p/O

0
F̆

)Qp ⊗L �
F̆
B+

dR
∼
! RΓcris(XOC/p/A

×
cris)⊗

L �
Acris

B+
dR ! RΓinf(X/B

+
dR) (5.23)

which is an isomorphism modulo ξ. Here, the right arrow of (5.23) is the one induced by (5.4).
Since both the source and the target of (5.23) are derived ξ-adically complete, we conclude, by the
derived Nakayama lemma, that (5.23) is an isomorphism, as desired.

Now, part (ii) is clear from Proposition 5.11 and the construction of (5.22) in part (i). �

We are ready to prove Theorem 5.3.

Proof of Theorem 5.3. For part (i), we first observe that we have a natural isomorphism

RΓinf(XC/B
+
dR) ' RΓdR(X)⊗L �

K B+
dR. (5.24)

For this, with an eye to the compatibility of part (ii), by the same ingredients used in the proof
of Theorem 5.1, we can reduce to showing (5.24) éh-locally, using Lemma 5.16 and Lemma 5.17.
Then, part (i) follows from Theorem 5.20(i)48 combined with the isomorphism (5.24).

48To avoid confusion, we warn the reader that in Theorem 5.3 the rigid-analytic variety X is defined over K,
instead in Theorem 5.20 the rigid-analytic variety X is defined over C.
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For part (ii), by Theorem 5.20(ii), we are reduced to showing the compatibility between (5.1) and
(5.3), under the isomorphism (5.24). For this, in the setting of Notation 4.4, one readily reduces to
check the commutativity of the following diagram

DΨ,Ξ(A) ODΨ,Ξ(A) A0 ⊗�K B+
dR

B+
dR(A+

Ψ,Ξ,∞) OB+
dR(A+

Ψ,Ξ,∞) A0 ⊗�K B+
dR.

(5.25)

Here, the top row is the zigzag (5.13) of Lemma 5.17, and the bottom row, coming from Scholze’s
Poincaré lemma, is constructed, in the condensed setting, in [Bos21, Corollary 6.12].

�

6. Syntomic Fargues–Fontaine cohomology

In this section, we define a cohomology theory for rigid-analytic varieties over C, called syntomic
Fargues–Fontaine cohomology, which is close in spirit to Bhatt–Morrow–Scholze’s syntomic coho-
mology theory for smooth p-adic formal schemes over OC . In a stable range, we compare it with the
rational p-adic pro-étale cohomology. Our definition is global in nature, it doesn’t require neither
the existence of nice formal models, nor smoothness, and it extends to coefficients. Moreover, it has
a close relationship with the Fargues–Fontaine curve, as we show in §6.2.

Definition 6.1. Let X be a rigid-analytic variety over C. Let i ≥ 0 be an integer. We define the
syntomic Fargues–Fontaine cohomology of X with coefficients in Qp(i) as the complex ofD(Modcond

Qp )
given by the fiber

RΓsyn,FF(X,Qp(i)) := FiliRΓB(X)ϕ=pi := fib(FiliRΓB(X)
ϕp−i−1
−−−−−! FiliRΓB(X))

where RΓB(X) is endowed with the filtration décalée from Definition 2.9.

6.1. The comparison with the p-adic pro-étale cohomology. The announced comparison
between the syntomic Fargues–Fontaine cohomology and the p-adic pro-étale cohomology will rely
on the following result.

Lemma 6.2. Let X an analytic adic space over Spa(C,OC). Let i ≥ 0 be an integer. We have the
following exact sequence of sheaves on Xproét

0! Qp(i)! Fili B ϕp−i−1
−−−−−! Fili B! 0 (6.1)

where Fili B = tiB.

Proof. The statement follows from the combination of (2.1) and (2.2) for i = 0, recalling that
ϕ(ti) = pit. �

Now, let X be a rigid-analytic variety over C. Via the exact sequence (6.1) of sheaves on the
pro-étale site Xproét we have a natural morphism

RΓsyn,FF(X,Qp(i))! RΓproét(X,Qp(i)). (6.2)

where we are implicitly using v-descent, Proposition 2.37.

Theorem 6.3. Let X be a rigid-analytic variety over C. Let i ≥ 0 be an integer.
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(i) The truncation τ≤i of (6.2) is an isomorphism in D(Modcond
Qp ), i.e. we have

τ≤iRΓsyn,FF(X,Qp(i))
∼
−! τ≤iRΓproét(X,Qp(i)).

(ii) We have a natural isomorphism in D(Modcond
Qp )

RΓsyn,FF(X,Qp(i)) ' fib(RΓB(X)ϕ=pi ! RΓB+
dR

(X)/Fili).

Proof. For part (i), recalling Definition 2.9, we have a natural isomorphism

τ≤i Fili LηtRα∗B
∼
! τ≤iRα∗ Fili B

which, taking cohomology, induces

τ≤i FiliRΓB(X)
∼
! τ≤iRΓv(X,Fili B).

Then, the statement follows from the exact sequence (6.1).
For part (ii), considering the natural map of fiber sequences

RΓsyn,FF(X,Qp(i)) FiliRΓB(X) FiliRΓB(X)

RΓB(X)ϕ=pi RΓB(X) RΓB(X)

ϕp−i−1

ϕp−i−1

(6.3)

we deduce that it suffices to construct a natural map

RΓB+
dR

(X)/Fili ! fib(RΓB(X)/Fili
ϕp−i−1
−−−−−! RΓB(X)/Fili) (6.4)

and show that it is an isomorphism. Endowing the source, resp. the target, of (6.4) with its natural
(finite) filtration, induced by the filtration decalée on RΓB+

dR
(X), resp. RΓB(X), we see that we

can reduce to showing that, for 0 ≤ j < i, there is a natural map

grj LηtRα∗B+
dR ! fib(grj LηtRα∗B

ϕp−i−1
−−−−−! grj LηtRα∗B)

that is an isomorphism, or equivalently, applying Proposition 2.7(ii), that there is a natural map

τ≤jRα∗ grj B+
dR ! fib(τ≤jRα∗ grj B ϕp−i−1

−−−−−! τ≤jRα∗ grj B) (6.5)

that is an isomorphism. For this, combining the exact sequences of sheaves (2.1), (2.2), and (6.1),
we have the following exact sequence of sheaves on Xproét

0! B+
dR/Fili B+

dR ! B/Fili B ϕp−i−1
−−−−−! B/Fili B! 0 (6.6)

where Fili B+
dR = tiB+

dR and Fili B = tiB. Then, observing that (6.6) is compatible with filtrations,
we have, for 0 ≤ j < i, the following exact sequence of sheaves on Xproét

0! grj B+
dR ! grj B ϕp−i−1

−−−−−! grj B! 0. (6.7)

Now, the exact sequence (6.7) induces a natural map (6.5) as desired, that we want to prove to be an
isomorphism. Thus, we want to show that the map ϕp−i−1 : Rjα∗ grj B! Rjα∗ grj B is surjective,
or equivalently that the map Rj+1α∗ grj B+

dR ! Rj+1α∗ grj B, induced by (6.7), is injective: up to
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twisting, it suffices to observe that, for j = 0, the left map in (6.7) is given by the inclusion in the
direct product (recall (2.13))

gr0 B+
dR ↪! gr0 B =

∏
y∈|YFF|cl

B+
dR/t

ordy(t)B+
dR

corresponding to the classical point V (ξ) ∈ |YFF|cl. This concludes the proof of part (ii).
�

6.2. Fargues–Fontaine cohomology and nuclear complexes on the curve. In this subsec-
tion, we first reinterpret the main comparison theorems proved in the previous sections in terms of
the Fargues–Fontaine curve (Theorem 6.17): such results were conjectured by Le Bras, and proven
by him in some special cases, cf. [LB18b, Remark 1.2, Conjecture 6.3], and are related to work of
Le Bras–Vezzani, [LBV21]. Then, in Theorem 6.19, we naturally attach to any qcqs rigid-analytic
variety over C a quasi-coherent complex on the Fargues–Fontaine curve FF, whose cohomology is
the syntomic Fargues–Fontaine cohomology (Definition 6.1); we conclude by showing that in the
proper case such complex is perfect.

6.2.1. Quasi-coherent, nuclear, and perfect complexes on FF. We will rely on results of
Clausen–Scholze, [CS20a], [CS], and Andreychev, [And21], to talk about quasi-coherent, nuclear,
and perfect complexes on the adic Fargues–Fontaine curve FF.

Let us start by recalling some notations from §A.3.

Notation 6.4. Given a condensed ring R, we denote by PerfR ⊂ D(Modcond
R ) the ∞-subcategory

of perfect complexes over R, [And21, Definition 5.1].

Given a pair (A,A+) with A a complete Huber ring and A+ a subring of A◦, we denote by
(A,A+)� the associated analytic ring, [And21, §3.3]. We write D((A,A+)�) for the derived ∞-
category of (A,A+)�-complete complexes, and Nuc((A,A+)�) for the ∞-subcategory of nuclear
complexes. Note that, in the case A+ = Z, we have D((A,Z)�) = D(Modsolid

A ) in the notation of
§1.7.

Given Y an analytic adic space, we denote by QCoh(Y ) the ∞-category of quasi-coherent com-
plexes on Y , we write Nuc(Y ) for the ∞-subcategory of nuclear complexes on Y , and Perf(Y ) for
the ∞-category of perfect complexes on Y , §A.3.

The following construction will be used to define a lift of the B-cohomology theory to a cohomol-
ogy theory with values in the∞-category of quasi-coherent complexes on the adic Fargues–Fontaine
curve FF = YFF/ϕ

Z, called Fargues–Fontaine cohomology.

Construction 6.5. We write
YFF =

⋃
I⊂(0,∞)

YFF,I

with YFF,I = Spa(BI , B
+
I ) for varying I ⊂ (0,∞) compact intervals with rational endpoints.

By [And21, Theorem 3.27], we have natural maps of analytic rings

(BI ,Z)� ! (BI , B
+
I )�
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for varying I ⊂ (0,∞) compact intervals with rational endpoints. Such maps induce base change
functors

−⊗L
(BI ,Z)�

(BI , B
+
I )� : D((BI ,Z)�)! D((BI , B

+
I )�)

and then, by analytic descent for quasi-coherent complexes, Theorem A.20, they induce a functor

CoAd(SolidB) := lim
I⊂(0,∞)

D((BI ,Z)�) −! lim
I⊂(0,∞)

QCoh(YFF,I) = QCoh(YFF) (6.8)

with source the ∞-category of coadmissible solid modules over B,49 and target the ∞-category of
quasi-coherent complexes on YFF.

In order to move to the study of quasi-coherent complexes on the Fargues–Fontaine curve, we
need to make the following definitions.

Definition 6.6. We define the∞-category of quasi-coherent ϕ-complexes over YFF as the equalizer

QCoh(YFF)ϕ := eq(QCoh(YFF) QCoh(YFF))
ϕ∗

id

that is the ∞-category of the pairs (E , ϕE), where E is a quasi-coherent complex on YFF, and
ϕE : ϕ∗E ' E is an isomorphism.

We define Nuc(YFF)ϕ (resp. Perf(YFF)ϕ) as the full ∞-subcategory of QCoh(YFF)ϕ spanned by
the pairs (E , ϕE), with E a nuclear (resp. perfect) complex on YFF.

Definition 6.7. We define the ∞-category of coadmissible solid ϕ-modules over B as the equalizer

CoAd(SolidB)ϕ := eq(CoAd(SolidB) CoAd(SolidB))
ϕ∗

id

that is the ∞-category of the pairs (M, ϕM), whereM is a coadmissible solid module over B, and
ϕM : ϕ∗M'M is an isomorphism.

We define CoAd(NucB)ϕ (resp. CoAd(PerfB)ϕ) the ∞-category of coadmissible nuclear (resp.
perfect) ϕ-modules over B as the full ∞-subcategory of CoAd(SolidB)ϕ spanned by the pairs
(M, ϕM) withM in limI⊂(0,∞) Nuc((BI ,Z)�) (resp. in limI⊂(0,∞) PerfBI ).

Now, recalling that the action of ϕ on YFF is free and totally discontinuous, [FS21, Proposition
II.1.16], it follows formally from the analytic descent for quasi-coherent complexes, Theorem A.20,
that we have an equivalence of ∞-categories

QCoh(YFF)ϕ ' QCoh(YFF/ϕ
Z). (6.9)

Thus, from (6.8) we obtain a functor

EFF(−) : CoAd(SolidB)ϕ ! QCoh(FF) (6.10)

with target the ∞-category of quasi-coherent complexes on the Fargues–Fontaine curve.

Next, we focus on nuclear and perfect complexes on FF. We invite the reader to compare the
following result with [FF14, Theorem 7.18].

Proposition 6.8 (Nuclear complexes on the curve as coadmissible ϕ-modules over B).

49The terminology adopted here comes from [ST03, §3].
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(i) The functor EFF(−), defined in (6.10), induces an equivalence of ∞-categories

CoAd(NucB)ϕ
∼
−! Nuc(FF) (6.11)

which restricts to an equivalence of ∞-categories

CoAd(PerfB)ϕ
∼
−! Perf(FF). (6.12)

(ii) Given E ∈ Nuc(FF), let ((MI(E))I⊂(0,∞), ϕ) be the coadmissible nuclear ϕ-module over B
corresponding to E via the equivalence (6.11). Let M(E) := R limI⊂(0,∞)MI(E). Then, there
is a natural identification in D(Modsolid

Qp )

RΓ(FF, E) = fib(M(E)
ϕ−1
−−!M(E)).

Proof. For part (i), we first observe that, for any compact interval I ⊂ (0,∞) with rational end-
points, the base change functor − ⊗L

(BI ,Z)�
(BI , B

+
I )� : D((BI ,Z)�) ! D((BI , B

+
I )�) induces an

equivalence of ∞-categories50

Nuc((BI ,Z)�)
∼
−! Nuc((BI , B

+
I )�). (6.13)

In fact, by Theorem A.17(ii), Nuc((BI ,Z)�) is generated, under shifts and colimits, by the objects
Hom(Z[S], BI), for varying S profinite sets; then, as, thanks to Corollary A.12, nuclearity is pre-
served under base change, by Proposition A.15 we deduce that such objects also generate, under
shifts and colimits, Nuc((BI , B

+
I )�). Then, we have an equivalence of ∞-categories

CoAd(NucB)ϕ
∼
−! Nuc(YFF)ϕ. (6.14)

Now, by analytic descent for nuclear complexes, Theorem A.21, we have

Nuc(YFF)ϕ ' Nuc(YFF/ϕ
Z) (6.15)

which combined with (6.14) implies the equivalence (6.11). Such equivalence restricts to (6.12) by
analytic descent for perfect complexes, Theorem A.23.

Part (ii) follows from part (i), as we now explain. In fact, for any E ∈ QCoh(FF), using the
equivalence (6.9), we have the following identification

RΓ(FF, E) = HomQCoh(FF)(O, E)

= fib(HomQCoh(YFF)(O, E|YFF
)
ϕ−1
−−! HomQCoh(YFF)(O, E|YFF

))

= fib(RΓ(YFF, E|YFF
)
ϕ−1
−−! RΓ(YFF, E|YFF

))

where
RΓ(YFF, E|YFF

) = R limI⊂(0,∞) HomQCoh(YFF,I)(O, E|YFF,I
).

Now, assuming E ∈ Nuc(FF) as in the statement, thanks to the equivalence (6.13), we have

HomQCoh(YFF,I)(O, E|YFF,I
) = HomNuc(YFF,I)(O, E|YFF,I

) = HomNuc((BI ,Z)�)(BI ,MI(E)) = MI(E).

Hence, the statement follows, observing that all the ∞-categories appearing above are naturally
enriched over D(Modsolid

Qp ). �

Perfect complexes on FF are well-understood. Let us recall the following characterization due to
Anschütz–Le Bras.

50Such equivalence follows from Theorem A.22, however we give here a self-contained proof.
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Proposition 6.9 ([ALB21, Proposition 2.6]). Each E ∈ Perf(FF) is quasi-isomorphic to bounded
complex of vector bundles on FF.

In addition, perfect complexes on FF are closely related to Banach–Colmez spaces, as we now
recall.

Definition 6.10 ([LB18a, Définition 2.11]). The category BC of Banach–Colmez spaces over C
(for short, BC spaces) is the smallest abelian subcategory of sheaves of Qp-modules on the v-site
Spa(C,OC)v stable under extensions and containing the v-sheaves Qp and (A1

C)♦.

In the following, we denote by
τ : FFv ! Spa(C,OC)v

the natural morphism of v-sites, sending an affinoid perfectoid S ∈ Spa(C,OC)v to the relative
Fargues–Fontaine curve FFS ∈ FFv.

Proposition 6.11 ([ALB21, Corollary 3.10, Remark 3.12]). We have an equivalence of categories

Rτ∗ : Perf(FF)
∼
−! Db(BC) (6.16)

where the right-hand side denotes the bounded derived category of Banach–Colmez spaces over C.

6.2.2. Fargues–Fontaine cohomology. We are almost ready to define the Fargues–Fontaine co-
homology together with its filtration. First, in order to prove [LB18b, Conjecture 6.3], we want to
extend the definition of the B-cohomology to dagger varieties over C.

In the following, we abbreviate D(B) = D(Modcond
B ).

Definition 6.12 (B-cohomology of dagger varieties). Let X be a dagger variety over C. Denote

FB ∈ Shvhyp(RigC,éh, D(B))

the hypersheaf defined by the B-cohomology RΓB(−). Via Construction 3.18, we define

RΓB(X) := RΓ(X,F†B) ∈ D(B)

and we endow it with the filtration induced by the filtration décalée on the B-cohomology of
rigid-analytic varieties over C. We give analogous definitions replacing the B-cohomology with the
BI -cohomology, for varying I ⊂ (0,∞) compact intervals with rational endpoints.

Remark 6.13 (Comparison with the Hyodo–Kato cohomology in the dagger case). We note that the
main comparison theorems proved in §4 for the B-cohomology (and the BI -cohomology) of rigid-
analytic varieties extend to the dagger case, thanks to the properties of the solid tensor product.
In particular, a version of Theorem 4.1 holds true for X a qcqs dagger variety over C: in fact, by
the proof of loc. cit. we can reduce to the case X is a smooth dagger affinoid over C, which follows
from the statement of loc. cit. using Lemma 3.24 (which applies thanks to Proposition 2.42(i)) and
the fact that the solid tensor product commutes with filtered colimits.

In order to define the Fargues–Fontaine cohomology, we will apply the functor (6.10) in the
following situation.

Lemma 6.14 (Coadmissibility of B-cohomology). Let X be a qcqs rigid-analytic/dagger variety
over C. Let i ≥ 0. The pair (

(FiliRΓBI (X))I⊂(0,∞), ϕ
)

(6.17)
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defines a coadmissible nuclear ϕ-module over B. Here, the complexes RΓBI (X), for I ⊂ (0,∞)
compact intervals with rational endpoints, are endowed with the filtration décalée (Definition 2.9).

Proof. First, we recall that ϕ(t) = pt, and p is invertible in BI . Next, let us assume i = 0. To show
that the pair (6.17) is a coadmissible solid ϕ-module over B, we need to check that

RΓBJ (X)⊗L �
BJ

BI ' RΓBI (X) (6.18)

for any I ⊂ J ⊂ (0,∞) compact intervals with rational endpoints: this follows for example from
Theorem 4.1 (and Remark 6.13).51

In order to prove the nuclearity of (6.17) for i = 0, we can use again Theorem 4.1, Theorem
3.15(ii), and the fact that nuclearity is preserved under base change, Corollary A.12. Alterna-
tively, and more directly, the nuclearity can be checked as follows. By Theorem A.17(i) and éh-
hyperdescent, we can reduce to the case when X is a smooth affinoid rigid space over C. Then,
by Proposition 2.42, and the fact that nuclearity can be checked on cohomology groups thanks to
Theorem A.17(iii), using [BMS18, Lemma 6.4] we can reduce to the assertion that each complex of
solid BI -modules RΓproét(X,BI) is nuclear, which was shown in Lemma 6.15.

It remains to show that the isomorphism (6.18) is compatible with the filtration décalée, and to
prove the nuclearity of the filtered pieces. Proceeding by induction on i ≥ 0, we can check this on
graded pieces using Proposition 2.7(ii), again with the help of Theorem A.17, Proposition 2.42, and
Lemma 6.15 for the nuclearity. �

The following lemma on the nuclearity of the cohomology of the rational pro-étale period sheaves
was used above.

Lemma 6.15. Let X be a qcqs analytic adic space over Spa(C,OC). Let I ⊂ (0,∞) be a compact
interval with rational endpoints, and let m ≥ 1 be an integer. Given B ∈ {BI ,B+

dR/Film} we write
B = BSpa(C)proét

for the corresponding condensed period ring. Then, we have

RΓproét(X,B) ∈ Nuc((B,Z)�).

Proof. Picking a simplicial proét-hypercover U• ! X such that all Un are affinoid perfectoid spaces
over Spa(C,OC), by proét-hyperdescent and Theorem A.17(i) (applied to the Banach Qp-algebra
B), it suffices to check that for any affinoid perfectoid space U over Spa(C,OC) we have that
RΓproét(U,B) ∈ Nuc((B,Z)�). We note that, by [Bos21, Proposition 4.7] and [Bos21, Corollary
4.9], we have RΓproét(U,B) = B(U)[0] concentrated in degree 0 (as it can be checked on on S-valued
points, for any κ-small extremally disconnected set S). Thus, by Remark A.18, we are reduced to
prove that B(U)[0] ∈ Nuc((Qp,Z)�), which follows [Bos21, Corollary A.50] observing that B(U) is
a Qp-Banach space. �

Finally, we can give the following definition.

Definition 6.16. Let X be a qcqs rigid-analytic/dagger variety over C. We define the Fargues–
Fontaine cohomology of X, denoted

HFF(X) ∈ QCoh(FF)

as the quasi-coherent complex on the Fargues–Fontaine curve FF, endowed with filtration Fil?HFF(X),
associated, via the functor EFF(−) defined in (6.10), to the filtered coadmissible solid ϕ-module over
B given by (6.17). For i ∈ Z, we denote by HiFF(X) its i-th cohomology group.

51Trivializing the monodromy action.
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Using Definition 6.16 we can now reformulate, in terms of the Fargues–Fontaine curve, the com-
parison theorems proven in the previous sections.

Theorem 6.17 (cf. [LB18b, Conjecture 6.3]). Let X be a qcqs dagger variety over C. Let i ≥ 0.

(i) The quasi-coherent complex HFF(X) on FF is perfect, and its cohomology groups are vector
bundles on FF. We have a natural isomorphism

HiFF(X) ∼= E(H i
HK(X)) (6.19)

where E(H i
HK(X)) is the vector bundle on FF associated to the finite (ϕ,N)-module H i

HK(X)

over F̆ . If X is the base change to C of a rigid-analytic variety defined over K, then (6.19) is
GK-equivariant.

(ii) The completion at ∞ of (6.19) gives a natural isomorphism

HiFF(X)∧∞
∼= H i

inf(X/B
+
dR) (6.20)

where RΓinf(X/B
+
dR) is defined, via Construction 3.18, from Definition 5.4.

Proof. Part (i) follows from Theorem 4.1 (combined with Remark 6.13), Theorem 3.30(i) and Lemma
7.6. Part (ii) follows from Theorem 5.20 (which extends to the dagger case similarly to Remark
6.13). �

Remark 6.18. Let X be a qcqs dagger variety over C and let i ≥ 0. Recalling that the functor from
finite ϕ-modules over F̆ to vector bundles on FF induces a bijection on isomorphism classes, [FS21,
Theorem II.0.3], we deduce from Theorem 6.17(i) that the vector bundle HiFF(X) determines, up
to isomorphisms, the ϕ-module structure on H i

HK(X).
Using Theorem 6.17(i), we can also recover fromHiFF(X) the (ϕ,N)-module structure onH i

HK(X),
up to isomorphisms: in fact, denoting GF̆ = Gal(C/F̆ ), by [FF18, Proposition 10.3.20(2)] we have
a natural isomorphism of (ϕ,N)-modules over F̆

H i
HK(X) ∼=

(
H0(FF \{∞},HiFF(X))⊗Be Blog[1/t]

)GF̆
observing that, since (6.19) is an isomorphism of GF̆ -equivariant vector bundles on FF, we have a
GF̆ -equivariant isomorphism H0(FF \{∞},HiFF(X)) ∼= (H i

HK(X)⊗F̆ Blog[1/t])ϕ=1,N=0.

Next, we state the main result of this subsection.

Theorem 6.19. Let X be a qcqs rigid-analytic/dagger variety over C. Let i ≥ 0. Consider the
quasi-coherent complex on FF defined by

Hsyn(X)(i) := FiliHFF(X)⊗O(i).

We have

RΓ(FF,Hsyn(X)(i)) = RΓsyn,FF(X,Qp(i)). (6.21)

If X is a proper rigid-analytic variety over C, the complex Hsyn(X)(i) is perfect, in particular the
complex RΓsyn,FF(X,Qp(i)) identifies with the C-points of a bounded complex of Banach–Colmez
spaces.
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Proof. By Proposition 6.8(ii), which applies thanks to Lemma 6.14, we have

RΓ(FF,Hsyn(X)(i)) = fib(RΓ(YFF,Hsyn(X)(i)|YFF
)
ϕ−1
−−! RΓ(YFF,Hsyn(X)(i)|YFF

))

= fib(RΓ(YFF,FiliHFF(X)|YFF
)
ϕp−i−1
−−−−−! RΓ(YFF,FiliHFF(X)|YFF

))

= fib(FiliRΓB(X)
ϕp−i−1
−−−−−! FiliRΓB(X))

where in the last step we used in addition Lemma 2.41. This shows (6.21).
Next, assume X proper. To show that Hsyn(X)(i) is a perfect complex, using the derived

Beauville–Laszlo gluing, Lemma 6.20, we can reduce to showing that, for I ⊂ (0,∞) a compact
interval with rational endpoints, the complexes RΓproét(X,BI [1/t]) and FiliRΓB+

dR
(X) are perfect.

First, we note that such complexes are bounded thanks to Proposition 2.40. Then, to prove that the
complex RΓproét(X,BI [1/t]) is perfect, we can apply Theorem 4.1 combined with Theorem 3.30(i)
(or, alternatively, [Sch13b, Theorem 3.17]), and for the complex FiliRΓB+

dR
(X) we use Proposition

6.21 below.
Finally, we note that, by Proposition 6.11, the complex RΓsyn,FF(X,Qp(r)) identifies with the C-

points of a bounded complex of Banach–Colmez spaces, as desired (in fact, with the same notation as
in Proposition 6.11, for E ∈ Perf(FF), we have Rτ∗(E)(Spa(C,OC)) = RΓ(FF, E), by the v-descent
result [FS21, Proposition II.2.1] combined with Proposition 6.9). �

We used the following derived version of the classical Beauville–Laszlo gluing.

Lemma 6.20 (Derived Beauville–Laszlo gluing). Let R be a commutative condensed ring, let f ∈ R
be a non-zero-divisor, and denote by R̂ the f -adic completion of R. We have a natural equivalence
of ∞-categories

PerfR ' PerfR[1/f ]×Perf
R̂[1/f ]

Perf
R̂
.

Proof. By [Bha16, Proposition 5.6(2), Example 5.10], we have a natural equivalence of∞-categories
PerfR(∗) ' PerfR[1/f ](∗)×Perf

R̂[1/f ](∗)
Perf

R̂(∗) . In order to carry such equivalence into the condensed
setting, we recall that, for any commutative condensed ring A, we define the condensification functor,
[And21, Definition 5.8], as the composite

CondA : D(ModA(∗)) ↪! D(Modcond
A(∗))

⊗L
A(∗)A

−−−−−! D(Modcond
A ).

Then, the statement follows observing that CondA preserves perfect complexes, and applying
[And21, Lemma 5.10]. �

We also used the following finiteness/degeneration result on the B+
dR-cohomology of proper rigid-

analytic varieties over C. As we will see, part (i) follows from results of Guo, instead part (ii) relies
crucially on a combination of Conrad–Gabber’s spreading out for proper rigid-analytic varieties and
a generic smoothness result recently proved by Bhatt–Hansen, [BH22], which allow us to reduce the
statement to the case when X is the base change to C of a proper smooth rigid-analytic variety
over a discretely valued subfield of C.

Proposition 6.21. Let X be a proper rigid-analytic variety over C.
(i) For all i ∈ Z, the cohomology group H i

B+
dR

(X) is a finite free module over B+
dR.
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(ii) For all i, r ∈ Z, the natural map

H i(Filr RΓB+
dR

(X))! H i
B+

dR

(X) (6.22)

is injective. Equivalently, for all i, r ∈ Z, the natural map

H i
B+

dR

(X)/Filr ! H i(RΓB+
dR

(X)/Filr)

is an isomorphism, where FilrH i
B+

dR

(X) := im(H i(Filr RΓB+
dR

(X))! H i
B+

dR

(X)).

Proof. Part (i) follows from [Guo21, Theorem 1.2.7(vi)] combined with Theorem 5.9. Next, we
prove part (ii) and give at the same time an alternative proof of part (i). We first note that the
equivalence of the two assertions in part (ii) immediately follows considering the long exact sequence
in cohomology associated to the exact triangle

Filr RΓB+
dR

(X)! RΓB+
dR

(X)! RΓB+
dR

(X)/Filr .

We will use that, by [BMS18, Corollary 13.16], there exists a proper flat morphism f : X ! S of
rigid-analytic varieties over a discretely valued subfield L ⊂ C such that X is the fibre of f over a
point η ∈ S(C); we note that we may assume S = Spa(A,A◦) to be a smooth affinoid over L. Then,
the map η corresponds to a map A! C of affinoid L-algebras, and, by the (formal) smoothness of
A over L, the latter map lifts to a map A! B+

dR. Now, we divide the argument in several cases.
(a) In the case S is a point, we have that X is the base change to C of a proper rigid-analytic

variety X defined over a discretely valued subfield L ⊂ C. Then, by Theorem 5.1, we have a
natural filtered quasi-isomorphism

RΓdR(X )⊗L
L B

+
dR ' RΓB+

dR
(X). (6.23)

Here, we used that, as X is proper, the cohomology groups of RΓdR(X) and its filtered pieces,
are finite-dimensional over L: in fact, by Proposition 2.14, there exists a proper éh-hypercover
X• ! X with each Xn smooth over L; then, by cohomological descent, we can reduce to the case
X is smooth, which follows from [Kie67]. Then, part (i) is clear from the quasi-isomorphism
(6.23), and part (ii) follows from the compatibility with filtrations of (6.23) and the degeneration
of the Hodge-de Rham spectral sequence for X

H i−j(X ,Ωj
Xéh

) =⇒ H i
dR(X ) (6.24)

(see [Sch13a, Corollary 1.8] for the case X is smooth, and [Guo19, Proposition 8.0.8] for the
case X is singular).

(b) In the case f : X ! S is smooth, denoting by RfdR ∗OX := Rf∗Ω
•
X/S the relative de Rham

cohomology of f endowed with its Hodge filtration Rf∗Ω≥?X/S , we claim that we have a filtered
quasi-isomorphism

RfdR ∗OX ⊗L
A B

+
dR ' RΓB+

dR
(X) (6.25)

compatible with (6.23) in the case S is a point. For this, by Theorem 5.9 and Proposition 5.8,
it suffices to show that we have a B+

dR-linear map

RfdR ∗OX ⊗L
A B

+
dR ! RΓinf(X/B

+
dR) (6.26)

which is a quasi-isomorphism compatible with filtrations, where the right-hand side is endowed
with the infinitesimal filtration. Arguing as in the proof of [BMS18, Theorem 13.19], we can
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construct (6.26) on a hypercover of X by very small smooth affinoid spaces over L in the sense
of [BMS18, Definition 13.5],52 using in addition Lemma 5.16.53 We note that the constructed
map (6.26) is a quasi-isomorphism after applying the functor −⊗L

B+
dR

B+
dR/ξ, recalling that we

have a natural quasi-isomorphism

RΓinf(X/B
+
dR)⊗L

B+
dR

B+
dR/ξ ' RΓdR(X)

by [Guo21, Theorem 1.2.7(i), Theorem 1.2.1(i)]; then, in order to show that (6.26) is a quasi-
isomorphism, using the derived Nakayama lemma, it suffices to check that both the source and
the target of (6.26) are derived ξ-adically complete: for the source, we note that each RifdR ∗OX
is a coherent OS-module with (integrable) connection, in particular it is a locally free OS-module
(see [And01, Corollaire 2.5.2.2]); for the target, we can use for example the Čech-Alexander
complex computing the infinitesimal cohomology over B+

dR, [Guo21, Proposition 4.1.3]. To
prove that the quasi-isomorphism (6.26) is compatible with filtrations, proceeding by induction
on the index i ≥ 0 of the filtrations, it suffices to check the compatibility on graded pieces,
which follows from Lemma 6.22.

Now, to prove part (i), using the quasi-isomorphism (6.25), it suffices to recall that each
RifdR ∗OX is a finite projective A-module, as we have seen above. For part (ii), using the
filtered quasi-isomorphism (6.25), it suffices to recall that, thanks to [Sch13a, Theorem 8.8] and
[SW20, Theorem 10.5.1], for all i, j ∈ Z the relative Hodge cohomology Ri−jf∗Ω

j
X/S is a finite

projective A-module, and that the relative Hodge-de Rham spectral sequence

Ri−jf∗Ω
j
X/S =⇒ RifdR ∗OX

degenerates.
(c) In the general case, we will use that Rfproét ∗Zp is a bounded Zariski-constructible complex of

sheaves on S, in the sense of [BH22, Definition 3.32, Remark 3.38], thanks to [BH22, Theorem
3.10, Theorem 3.36].

We denote by ν : Sproét ! Sét the natural morphism of sites, and we set

DdR(Rfproét ∗Zp) := Rν∗(Rfproét ∗Zp ⊗L
Zp OBpdR,S)

where the sheaf OBpdR,S on Sproét is defined as follows:54 we consider Scholze’s sheaf OB+
dR,S

on Sproét (see e.g. [Bos21, Definition 6.6]) and we put OB+
pdR,S := OB+

dR,S [log t]; then we
define the sheaf OBpdR as the completion of the sheaf OB+

pdR[1/t] with respect to the filtration
given by Filr (OB+

pdR[1/t]) :=
∑

j∈Z t
−j(ker θ)r+jOB+

pdR, and we equip OBpdR with the induced
filtration; we endow OBpdR with an action of GL, extending the one on OB+

dR,S , by setting
g(log t) = log(χ(g)) + log t for all g ∈ GL, where χ : GL ! Z×p denotes the cyclotomic character.
We will use crucially that

R0ν∗OBpdR,S = OS and Riν∗OBpdR,S = 0 for all i > 0 (6.27)

as it formally follows from [Sch13a, Proposition 6.16(ii)].

52I.e. the affinoid spaces Spa(A0, A
◦
0) of Notation 5.14 for r = 0, q = 1, and Ξ0 = ∅.

53In the case S is a point, the stated compatibility with (6.23) follows from the proof of Theorem 5.3 (see in
particular the commutative diagram (5.25)).

54Cf. Fontaine’s definition of the presque de Rham period ring BpdR, [Fon04, §4.3]. Cf. also the upcoming work
of Bhatt–Lurie, [BL].
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We claim that we have a natural filtered quasi-isomorphism

DdR(Rfproét ∗Zp)⊗L
A B

+
dR ' RΓB+

dR
(X). (6.28)

For this, we argue by induction on dim(S). For the base case dim(S) = 0, we have that S
is a disjoint union of points, hence we can reduce to the case S is a point; then, by the de
Rham comparison theorem for proper (possibly singular) rigid-analytic varieties defined over
L, [Guo19, Theorem 1.1.4], together with (6.27), we have a natural filtered quasi-isomorphism
DdR(Rfproét ∗Zp) ' RΓdR(X ), and the claim follows from the filtered quasi-isomorphism (6.23)
of part (a).

For the inductive step, using Proposition 2.14, picking a proper éh-hypercover X• ! X with
each Xn smooth over L, we can reduce to the case X is smooth over L. In the latter case, by
[BH22, Theorem 2.29], the maximal open subset S′ ⊂ S such that f ′ : f−1(S′)! S′ is smooth is
a dense Zariski-open subset; in particular, the Zariski-closed complement Z := S \S′ is nowhere
dense in S, and hence we have dim(Z) < dim(S). Then, if η is contained in Z, restricting f
over Z, the claim follows from the inductive hypothesis, by proper base change [BH22, Theorem
3.15, Theorem 3.36]; if η is contained in S′, by the smoothness of the restriction f ′ of f over
S′, the claim follows again by proper base change from the filtered quasi-isomorphism (6.25) of
part (b), observing that in this case, by the relative de Rham comparison ([Sch13a, Theorem
8.8] combined with [SW20, Theorem 10.5.1]), and (6.27), we have a filtered quasi-isomorphism

DdR(Rf ′proét ∗Zp) ' Rν∗(Rf ′dR ∗OX ⊗L
OS OBpdR,S) ' Rf ′dR ∗OX .

Now, to show part (i), using the quasi-isomorphism (6.28), it suffices to prove that, up to
replacing S by a suitable Zariski locally closed subset containing η, the cohomology groups
of DdR(Rfproét ∗Zp) are finite projective A-modules. For this, recalling that Rfproét ∗Zp is a
bounded Zariski-constructible complex of sheaves on S, and using [BH22, Lemma 3.35], we can
suppose that Rnfproét ∗Zp is a Zp-local system on Sproét for all n ∈ Z; next, we note that the
latter Zp-local systems are de Rham (in the sense of [Sch13a, Definition 8.3]), in fact, by [LZ17,
Theorem 3.9, (iv)], to show this condition it suffices to check the de Rhamness (in the sense
of Fontaine) of the stalks (Rnfproét ∗Qp)ȳ at geometric points ȳ over classical points y of S,55

which follows from the de Rham comparison theorem for proper rigid-analytic varieties defined
over L, [Guo19, Theorem 1.1.4]. Then, recalling (6.27), by [LZ17, Theorem 3.9, (iv) and (i)],
the cohomology groups of DdR(Rfproét ∗Zp) are finite projective A-modules, as desired.

For part (ii), using the filtered quasi-isomorphism (6.28), it suffices to check that, up to replac-
ing S by a suitable Zariski locally closed subset containing η, the spectral sequence associated
to the filtered complex DdR(Rfproét ∗Zp), i.e.

H i−j(grj DdR(Rfproét ∗Zp)) =⇒ H i(DdR(Rfproét ∗Zp)),
degenerates. For this, by the same argument used above to show part (i), using in addition
[LZ17, Theorem 3.9, (iii)], we can suppose that all the terms of the spectral sequence above are
vector bundles on S, in which case the degeneration can be checked on stalks at classical points,
where it follows from the degeneration of the spectral sequence (6.24) of part (a).

�

55We note that, since f : X ! S is proper, we have (Rnfproét ∗Qp)ȳ ∼= Hn
proét(X ×S ȳ,Qp): in fact, the natural

map (Rfproét ∗Zp)ȳ ! Rfproét ∗(X ×S ȳ,Zp) is an isomorphism, as it follows from [Hub96, Proposition 2.6.1] reducing
the latter map mod p.
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The following lemma was used in the proof above.

Lemma 6.22. Let X be a smooth rigid-analytic variety over C. For any r ≥ 0, we have a natural
quasi-isomorphism

grr RΓB+
dR

(X) '
⊕

0≤i≤r
RΓ(X,Ωi

X)(r − i)[−i].

Proof. First, we note that, by Proposition 2.7(ii), we have grr RΓB+
dR

(X) ' RΓ(X, τ≤rRα∗Ô(r)).
We want to show that we have a natural identification

τ≤rRα∗Ô(r) '
⊕

0≤i≤r
Ωi
X(r − i)[−i]. (6.29)

We may assume that X is a smooth affinoid over C, and then, by [Elk73, Theorem 7 and Remark
2], we can further assume that X is the base change to C of a smooth affinoid defined over a finite
extension of K. In this case, (6.29) follows from [Bos21, Corollary 6.12]. �

6.3. Comparison with [BMS19]. In this subsection, we compare the syntomic Fargues–Fontaine
cohomology for rigid-analytic varieties over C, Definition 6.1, and the syntomic cohomology for
semistable p-adic formal schemes over OC defined (in the smooth case) by Bhatt–Morrow–Scholze,
[BMS19, §10]. In particular, we show that the syntomic Fargues–Fontaine cohomology can be locally
recovered from the Ainf -cohomology together with its Nygaard filtration. The results proved here
are not used in the rest of the paper, but we hope they will be useful for future reference.

As the main comparison results of this subsection will be proven in the semistable case, we begin
by recalling the definition of the Ainf -cohomology, as well as the Nygaard filtration on it, in the latter
setting. We will phrase the definition of the Nygaard filtration in terms of the décalage functors of
Definition 2.2, as this will be convenient for the desired comparison.

Definition 6.23 (Nygaard filtration on Ainf -cohomology). Let X be a semistable p-adic formal
scheme over OC , and let X denote its generic fiber, regarded as an adic space over Spa(C,OC).
Denote by ν ′ : Xproét ! Xét,cond the natural morphism of sites.56

(i) We define the Ainf-cohomology of X as the complex of D(Modcond
Ainf

)

RΓAinf
(X) := RΓ(X, AΩX), where AΩX := LηµRν

′
∗Ainf .

(ii) Given an integer i ≥ 0, consider the function δi : Z ! Z, j 7! max(i − j, 0). We endow the
Ainf -cohomology of X with the Nygaard filtration whose i-th level is given by

FiliN RΓAinf
(X) := RΓ(X,FiliN AΩX), where FiliN AΩX := L(ηδi,ξ ◦ ηµ)Rν ′∗Ainf .

Remark 6.24. In the Definition 6.29 above we implicitly used that the functor ηδi,ξ ◦ηµ(−) preserves
quasi-isomorphisms. To check the latter assertion we observe that, as ξ = µ/ϕ−1(µ), we have

ηδi,ξ ◦ ηµ = ηδi,µ ◦ η−δi,ϕ−1(µ) ◦ ηµ = ηεi,µ ◦ η−δi,ϕ−1(µ)

where εi : Z ! Z, j 7! max(i, j). Then, since both εi and −δi are non-decreasing functions, we
conclude by Proposition 2.4.

56Here, the site Xét,cond is defined similarly to [Bos21, Definition 2.13].
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The lemma below, combined with [BMS19, Proposition 9.10], shows that the Nygaard filtration
defined above is equivalent to the one of [BMS19] (in the smooth case).

First, we recall that AΩX comes equipped with a Frobenius, [CK19, (2.2.5)]: in fact, the Frobenius
automorphism of Ainf induces a ϕAinf

-semilinear map

ϕ : AΩX ! AΩX.

Lemma 6.25. Let ξ̃ := ϕ(ξ). Under the notation of Definition 6.23, the Frobenius ϕ : AΩX ! AΩX

factors functorially over a ϕAinf
-semilinear quasi-isomorphism

AΩX
∼
! Lηξ̃AΩX

sending the Nygaard filtration (Definition 6.23) on the source to the filtration décalée (Definition
2.9) on the target.

Proof. Let AΩpsh
X denote the presheaf version of AΩX, [CK19, §4.1]. Given an integer i ≥ 0, it

suffices to observe that the Frobenius automorphism of Ainf induces a quasi-isomorphism

ϕ∗ FiliN AΩpsh
X ' L(ηδi,ξ̃ ◦ ηξ̃)AΩpsh

X ' Lηεi,ξ̃AΩpsh
X

where we used that ϕ(µ) = ξ̃ · µ and we denoted εi : Z! Z, j 7! max(i, j). �

Remark 6.26 (Frobenius action on Nygaard filtration). The Frobenius automorphism of Ainf induces
a ϕAinf

-semilinear map
Fil?N (ϕ) : Fil?N AΩX ! ξ̃? ⊗AΩX.

We are almost ready to define the syntomic cohomology of Bhatt–Morrow–Scholze in the semistable
reduction case. We shall use the following notation.

Notation 6.27. We consider the Breuil–Kisin–Fargues module over Ainf

Ainf{1} :=
1

µ
(Ainf ⊗Zp Zp(1))

([BMS18, Example 4.24]) and, given i ∈ Z, for any Ainf -module M we denote by

M{i} := M ⊗Ainf
Ainf{1}⊗i

its i-th Breuil–Kisin–Fargues twist.

Definition 6.28 (Bhatt–Morrow–Scholze’s syntomic cohomology, cf. [BMS19, §10]). Fix notation
as in Definition 6.23. Let i ≥ 0 be an integer. We define

RΓsyn,BMS(X,Zp(i)) := fib(FiliN RΓAinf
(X){i} ϕ{i}−1

−−−−! RΓAinf
(X){i})

where FiliN RΓAinf
(X){i} denotes the Breuil–Kisin–Fargues twisted i-th level of the Nygaard filtra-

tion on the Ainf -cohomology of X, and we write ϕ{i} for the tensor product of FiliN (ϕ) (Remark
6.26) with the Frobenius of Ainf{i}.

Next, we want to compare Definition 6.28 with Definition 6.1. Recalling that the Fargues–
Fontaine curve FF has a presentation given by the quotient of YFF,[1,p] via the identification ϕ :
YFF,S,[1,1]

∼= YFF,S,[p,p], we will define a Nygaard filtration on the B[1,p]-cohomology of rigid-analytic
varieties over C, and we will explain how to recover the syntomic Fargues–Fontaine cohomology
from the latter.

Similarly to Definition 6.23, we can give the following.
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Definition 6.29 (Nygaard filtration on BI -cohomology). Let X be a rigid-analytic variety over C
and denote by α : Xv ! Xéh,cond the natural morphism of sites. Let I = [1, r] ⊂ (0,∞) be an
interval with rational endpoints. Given B ∈ {BI ,B+

dR}, we write B = BSpa(C)proét
.

We endow the B-cohomology of X with the Nygaard filtration whose i-th level is given by

FiliN RΓB(X) := RΓ(X,FiliN LηtRα∗B), where FiliN LηtRα∗B := L(ηδi,ξ ◦ ηt)Rα∗B.

Remark 6.30. In the Definition 6.29 above, we used Remark 6.24 together with the fact that, by
the choice of the interval I, the elements t and µ differ by a unit in BI .

We note that the Nygaard filtration on the B+
dR-cohomology agrees with its filtration décalée,

since the elements t and ξ generate the same ideal in B+
dR. Moreover, we recall that the latter

filtration has a more explicit expression in coordinates, as shown in Corollary 5.13. In a similar
vein, we have the following result.

Lemma 6.31. Let X = Spf(R) be a semistable p-adic formal scheme over OC as in Notation 4.4,
and let X = XC denote its generic fiber. Let I = [1, r] ⊂ (0,∞) be an interval with rational
endpoints. For any i ≥ 0, we have a BI-linear quasi-isomorphism, compatible with Frobenius,

ξmax(i−•,0)Ω•BI(R)
∼
! FiliN RΓBI (X) (6.30)

where Ω•BI(R) := KosBI(R)(∂1, . . . , ∂d), in the notation of §4.1.2.

Proof. For i = 0, the statement follows combining Lemma 4.8 and Lemma 4.9. Arguing by induction
on i ≥ 0, to show the statement in general it suffices to check (6.30) on graded pieces.

We begin by observing that the natural map

(LηtRν∗BI)/FiliN ! (LηtRν∗B+
dR)/FiliN (6.31)

is an isomorphism. In fact, we can reduce to showing that, for each j ≥ 0, the natural map

grjN LηtRν∗BI ! grjN LηtRν∗B
+
dR (6.32)

is an isomorphism (here, the graded pieces gr?N refer to the Nygaard filtration Fil?N ). For this,
since we can replace Lηt with Lηξ on both sides of (6.32) (recall that we have an isomorphism
BI/ξ

∼
! B+

dR/ξ, and the elements t and ξ generate the same ideal in B+
dR), by Proposition 2.7(ii),

the claim reduces to the isomorphism

grjN BI
∼
! grj B+

dR

where we denote by gr?N the graded pieces for the ξ-adic filtration Fil?N on BI .
Now, the desired statement, i.e. the quasi-isomorphism (6.30) on graded pieces, follows from the

quasi-isomorphisms (5.5) of Corollary 5.13 using that, for any j ≥ 0, the natural map BI(R)/ξj !
B+

dR(R)/ξj is an isomorphism. �

On the other hand, we have the following local description of the Nygaard filtration on the
Ainf -cohomology.

Lemma 6.32. Let X = Spf(R) be a semistable p-adic formal scheme over OC as in Notation 4.4.
For any i ≥ 0, there is an Ainf-linear quasi-isomorphism, compatible with the Frobenius,

FiliN RΓAinf
(X) ' ξmax(i−•,0)q-Ω•Ainf(R)
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where q-Ω•Ainf(R) denotes the logarithmic q-de Rham complex defined as57

q-Ω•Ainf(R) := KosAinf(R)

(
∂q

∂q log(X1) , . . . ,
∂q

∂q log(Xd)

)
with q = [ε] ∈ Ainf .

Proof. For i = 0 the statement follows from [Kos22, Theorem 8.1, Theorem 7.17]. The general case
follows by induction on i ≥ 0, computing the graded pieces of the filtrations, using Lemma 6.25 and
Proposition 2.7(ii) (cf. [BMS19, Remark 9.11]). �

The following proposition can be regarded as a refinement of Lemma 6.31.

Proposition 6.33 (cf. [LB18b, Proposition 3.12]). Let X be a qcqs semistable p-adic formal scheme
over OC , and let X = XC denote its generic fiber. Denote by

ν : Xproét ! Xét,cond λ : Xét,cond ! Xét,cond

the natural morphisms of sites, and let ν ′ : Xproét ! Xét,cond be their composition.
Let I = [1, r] ⊂ (0,∞) be an interval with rational endpoints. For any i ≥ 0, the natural map

FiliN LηµRν
′
∗Ainf ! Rλ∗ FiliN LηµRν∗BI

induces a quasi-isomorphism58

FiliN RΓAinf
(X)⊗L �

Ainf
BI

∼
−! FiliN RΓBI (X).

Proof. We can reduce to the case X = Spf(R) is a semistable p-adic formal scheme over OC as in No-
tation 4.4. The statement for i = 0 is essentially contained in Lemma 4.9. In fact, combining Lemma
4.8 and the quasi-isomorphism (4.13) in the proof of Lemma 4.9, we have a quasi-isomorphism

RΓBI (X) ' KosBI(R)

(
γ1 − 1

t
, . . . ,

γd − 1

t

)
.

Therefore, using Lemma 6.32 for i = 0, and recalling that t and µ = q − 1 differ by a unit in BI , it
suffices to check that the natural map

KosAinf(R)

(
γ1 − 1

q − 1
, . . . ,

γd − 1

q − 1

)
⊗L �
Ainf

BI ! KosBI(R)

(
γ1 − 1

q − 1
, . . . ,

γd − 1

q − 1

)
is a quasi-isomorphism; this can be done as in the proof of (4.17) in Lemma 4.9. Finally, the
statement in general follows arguing by induction on i ≥ 0, calculating again the graded pieces of
the filtrations. �

We can finally state and prove the main result of this subsection, which in particular tells us
how the syntomic Fargues–Fontaine cohomology can be locally recovered from the Ainf -cohomology
together with its Nygaard filtration.

Proposition 6.34. Let X be a rigid-analytic variety over C. Denote I = [1, p] and I ′ = [1, 1]. Let
i ≥ 0 be an integer.
(i) We have a natural isomorphism in D(Modcond

Qp )

RΓsyn,FF(X,Qp(i)) ' fib(FiliN RΓBI (X)
ϕp−i−1
−−−−−! RΓBI′ (X)).

57See also [Kos22, §7.3] for the construction of the logarithmic q-de Rham complex in a more general setting.
58Here, we use the fact that µ and t differ by a unit in BI .
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(ii) Assume that X is the generic fiber of a qcqs semistable p-adic formal scheme X over OC .
Then, we have a natural isomorphism in D(Modcond

Qp )

RΓsyn,FF(X,Qp(i)) ' fib(FiliN RΓAinf
(X){i} ⊗L �

Ainf
BI

ϕ{i}−1
−−−−! RΓAinf

(X){i} ⊗L �
Ainf

BI′).

In particular, there is a natural morphism

RΓsyn,BMS(X,Zp(i)) −! RΓsyn,FF(X,Qp(i)).

Proof. For part (i), using the isomorphism

RΓBI (X)/FiliN
∼
! RΓB+

dR
(X)/Fili

coming from (6.31), we have a natural isomorphism

fib(FiliN RΓBI (X)
ϕp−i−1
−−−−−! RΓBI′ (X)) ' fib(RΓBI (X)ϕ=pi ! RΓB+

dR
(X)/Fili) (6.33)

where

RΓBI (X)ϕ=pi := fib(RΓBI (X)
ϕp−i−1
−−−−−! RΓBI′ (X)).

Then, combining (6.33) with Theorem 6.3(ii), it remains to show that the natural map

RΓB(X)ϕ=pi ! RΓBI (X)ϕ=pi (6.34)

is an isomorphism. For this, in the notation of §6.2, we observe that by Proposition 6.8 the source
of (6.34) is computed by the cohomology of HFF(X)⊗O(i) ∈ Nuc(FF). But the latter cohomology
also computes the target of (6.34), using the presentation of the curve FF as the quotient of YFF,[1,p]

via the identification ϕ : YFF,[1,1]
∼= YFF,[p,p]. This concludes the proof of part (i).

For part (ii), by part (i) and Proposition 6.33 we have a natural isomorphism in D(Modcond
Qp )

RΓsyn,FF(X,Qp(i)) ' fib(FiliN RΓAinf
(X)⊗L �

Ainf
BI

ϕp−i−1
−−−−−! RΓAinf

(X)⊗L �
Ainf

BI′). (6.35)

On the other hand, trivializing the Breuil–Kisin–Fargues twists we can rewrite the fiber in the
statement of part (ii) as

fib(FiliN RΓAinf
(X)⊗L �

Ainf
BI

ϕξ̃−i−1
−−−−−! RΓAinf

(X)⊗L �
Ainf

BI′) (6.36)

where ξ̃ := ϕ(ξ). We conclude observing that, writing µ = ut with u unit in BI , the multiplication
by ui map induces an isomorphism between the fiber in (6.36) and the fiber in (6.35).

�

6.4. Comparison with [CN20]. In this subsection, we show that, in high degrees, the syntomic
Fargues–Fontaine cohomology does not agree with the syntomic cohomology for smooth rigid-
analytic varieties over C defined by Colmez–Nizioł.

Notation 6.35. Let X be a smooth rigid-analytic variety over C. Let i ≥ 0 be an integer. We
denote by RΓsyn,CN(X,Qp(i)) the syntomic cohomology of X with coefficients in Qp(i) of Colmez–
Nizioł, defined in [CN20, §4.1].



82 GUIDO BOSCO

Example 6.36. Let X = P1
C be the rigid-analytic projective line over C. We claim that

H3
syn,FF(X,Qp(0)) ∼= C/Qp, H3

syn,CN(X,Qp(0)) ∼= 0. (6.37)

For this, applying Theorem 6.3(i), combined with Theorem 4.1, for the syntomic Fargues–Fontaine
cohomology, and [CN21a, Corollary 5.5] for the syntomic cohomology of Colmez–Nizioł, we obtain
respectively

H3
syn,FF(X,Qp(0)) ∼= (H2

HK(X)⊗F̆ B)/(ϕ− 1), H3
syn,CN(X,Qp(0)) ∼= (H2

HK(X)⊗F̆ B
+
cris)/(ϕ− 1)

where we used that H3
HK(X) ∼= 0. Now, the map ϕ − 1 is surjective on H2

HK(X) ⊗F̆ B
+
cris (see e.g.

[CN17, Remark 2.30]). Instead, observing that H2
HK(X) is a one-dimensional ϕ-module over F̆ with

slope 1 (by Theorem 3.29(i), and [CLS99, Théorème 3.1.2]59), we deduce that the vector bundle
on the Fargues–Fontaine curve FF associated to H2

HK(X) is isomorphic to O(−1); hence, we can
identify (H2

HK(X)⊗F̆ B)/(ϕ− 1) with H1(FF,O(−1)), thus showing (6.37).

7. Applications

In this section, we gather the results we have obtained so far, giving some applications.

7.1. Fundamental diagrams of rational p-adic Hodge theory.

Theorem 7.1. Let X be a qcqs rigid-analytic variety defined over K. We have a GK-equivariant
pullback square in D(Modsolid

Qp )

RΓproét(XC ,Qp) (RΓHK(XC)⊗L �
F̆
Blog[1/t])N=0,ϕ=1

Fil0(RΓdR(X)⊗L �
K BdR) RΓdR(X)⊗L �

K BdR.

Proof. First, we note that we can rewrite the fundamental exact sequence (2.4) of p-adic Hodge
theory on the pro-étale site XC,proét as a pullback square

Qp B[1/t]ϕ=1

B+
dR BdR.

Then, the statement follows combining Theorem 4.1, [Bos21, Theorem 6.5] (together with Theorem
5.2 for the singular case), as well as the compatibility proven in Theorem 5.3. In fact, by Theorem
4.1, using that X is qcqs, we have

RΓproét(X,B[1/t]ϕ=1) ' RΓB(X)[1/t]ϕ=1 ' (RΓHK(XC)⊗L �
F̆
Blog[1/t])N=0,ϕ=1

where in the last step we used that ⊗L �
F̆

commutes with filtered colimits. �

We invite the reader to compare the following result with [CN21a].

59In this case, in order to deduce that H2
HK(X) has slope 1, it is sufficient to use the weak Lefschetz theorem for

crystalline cohomology, [Ber73].
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Theorem 7.2. Let X be a connected, paracompact, rigid-analytic variety defined over K. For any
i ≥ 0, we have a GK-equivariant isomorphism in D(Modsolid

Qp )

τ≤iRΓproét(XC ,Qp(i)) ' τ≤i fib((RΓHK(XC)⊗L �
F̆
Blog)N=0,ϕ=pi ! (RΓdR(X)⊗L �

K B+
dR)/Fili).

Proof. This follows combining Theorem 6.3, Theorem 4.1, Theorem 5.1 and Theorem 5.3. �

In some special cases, we can explicitly compute the cohomology groups of the de Rham contri-
bution in the fiber sequence of Theorem 7.2.

Proposition 7.3. Let X be a rigid-analytic variety over K. Let i ≥ 0, and denote

dR(X, i) := (RΓdR(X)⊗L �
K B+

dR)/Fili .

(i) If X is proper, for any j ≥ 0, we have a GK-equivariant isomorphism in Modsolid
K

Hj(dR(X, i)) ∼= (Hj
dR(X)⊗K B+

dR)/Fili .

(ii) If X is a smooth affinoid or Stein space, for j ≥ i we have Hj(dR(X, i)) = 0, and for 0 ≤ j < i

we have a GK-equivariant exact sequence in Modsolid
K

0! (Ωj(XC)/ im d)(i− j − 1)! Hj(dR(X, i))! Hj
dR(X)⊗�K B+

dR/t
i−j−1 ! 0.

Proof. One can argue similarly to the proof of [Bos21, Corollary 6.17]. Part (i) follows from (the
proof of) Proposition 6.21(ii). For part (ii), using Tate’s acyclicity theorem for affinoid spaces, and
Kiehl’s ayclicity theorem for Stein spaces (which hold true in the condensed setting, [Bos21, Lemma
5.6(i), Lemma 5.9]), and relying crucially on the flatness of the K-Fréchet space B+

dR (and its filtered
pieces) for the solid tensor product ⊗�K ([Bos21, Corollary A.65]), we have

dR(X, i) ' [O(X)⊗�K B+
dR/t

i ! Ω1(X)⊗�K B+
dR/t

i−1 ! · · ·! Ωi−1(X)⊗�K B+
dR/t]

from which one readily deduces the statement. �

7.2. Proper spaces. In this subsection, we prove a version of the semistable conjecture for proper
(possibly singular) rigid-analytic varieties over C. We remark that in the smooth case the following
result is already known, [CN21a, Theorem 5.8]; however, already in the latter case our proof is
different from loc. cit. as it does not rely on Fontaine–Messing syntomic cohomology.

Theorem 7.4. Let X be a proper rigid-analytic variety over C. For each i ≥ 0, we have a natural
isomorphism

H i
ét(X,Qp)⊗Qp Blog[1/t] ∼= H i

HK(X)⊗F̆ Blog[1/t] (7.1)
compatible with the actions of the Frobenius ϕ and the monodromy N , and inducing a natural
isomorphism

H i
ét(X,Qp)⊗Qp BdR

∼= H i
inf(X/B

+
dR)⊗B+

dR
BdR (7.2)

compatible with filtrations. In particular, we have a natural isomorphism

H i
ét(X,Qp) ∼= (H i

HK(X)⊗F̆ Blog[1/t])ϕ=1,N=0 ∩ Fil0(H i
inf(X/B

+
dR)⊗B+

dR
BdR). (7.3)

Here, the filtration on H i
inf(X/B

+
dR) is defined by

Fil?H i
inf(X/B

+
dR) := im(H i(Fil?RΓinf(X/B

+
dR))! H i

inf(X/B
+
dR))

where RΓinf(X/B
+
dR) is endowed with the Hodge filtration (Definition 5.7).
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Proof. Let us fix i ≥ 0. By the properness of X, using Scholze’s primitive comparison theorem,
and the finiteness of the Qp-vector space H i

ét(X,Qp), [Sch13b, Theorem 3.17], we have a natural
isomorphism of vector bundles on the Fargues–Fontaine curve FF

H i
ét(X,Qp)⊗Qp OFF

∼= E(H i
proét(X,Be), H i

proét(X,B
+
dR)) (7.4)

where the right-hand side of (7.4) denotes the vector bundle on FF associated to the B-pair
(H i

proét(X,Be), H i
proét(X,B

+
dR)) with Be = B[1/t]ϕ=1. We claim that (7.4) is naturally isomorphic

to the vector bundle on FF associated to the B-pair

(H i
HK(X)⊗F̆ Blog[1/t])N=0,ϕ=1,Fil0(H i(X/B+

dR)⊗B+
dR
BdR)). (7.5)

For this, using Theorem 4.1, and the perfectness of RΓHK(X) over F̆ proven in Theorem 3.30(i)
(combined with Proposition 3.26), we have a natural isomorphism

RΓproét(X,Be) ' (RΓHK(X)⊗F̆ Blog[1/t])N=0,ϕ=1. (7.6)

Taking cohomology of (7.6), by Lemma 7.5 combined with Lemma 7.6, we have a natural isomor-
phism

H i
proét(X,Be) ∼= (H i

HK(X)⊗F̆ Blog[1/t])N=0,ϕ=1. (7.7)

Moreover, by Theorem 5.9 and Proposition 6.21, we have a natural isomorphism

H i
proét(X,B

+
dR) ∼= Fil0(H i(X/B+

dR)⊗B+
dR
BdR). (7.8)

Hence, the desired claim follows combining the isomorphisms (7.7) and (7.8), and the compatibility
shown in Theorem 5.20(i).

Now, we are ready to prove that we have a natural isomorphism (7.1) as in the statement. From
what we have shown above, applying H0(FF,−) to (7.4) we obtain (7.3), from which we deduce
that we have a natural Blog[1/t]-linear injective map

H i
ét(X,Qp)⊗Qp Blog[1/t]! H i

HK(X)⊗F̆ Blog[1/t] (7.9)

compatible with the actions of the Frobenius ϕ and the monodromy N . To conclude that (7.9) is
an isomorphism, we observe that

dimQp H
i
ét(X,Qp) = dimF̆ H

i
HK(X).

For this, we note that dimQp H
i
ét(X,Qp) is equal to the rank of the vector bundle (7.4) on FF, and

hence, from what we have shown above, it is equal to the rank of the vector bundle associated to
the B-pair (7.5); but the latter is a modification at ∞ of the vector bundle on FF associated to the
finite (ϕ,N)-module H i

HK(X) over F̆ , whose rank is dimF̆ H
i
HK(X).

Lastly, we have that the isomorphism (7.1) induces an isomorphism (7.2) which is compatible
with filtrations, recalling again Theorem 5.20, Theorem 5.9, and Proposition 6.21. �

We used the following general results.

Lemma 7.5. For any finite ϕ-module (V, ϕ) over F̆ , the map

ϕ− 1 : V ⊗F̆ B[1/t]! V ⊗F̆ B[1/t]

is surjective.
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Proof. It suffices to show that for any sufficiently big integer m, the map

ϕ− 1 : V ⊗F̆ t
−mB ! V ⊗F̆ t

−mB (7.10)

is surjective. For this, we consider E := E(V, ϕ) the vector bundle on the Fargues–Fontaine curve
FF associated to (V, ϕ), and, for any integer m, the vector bundle E(m) := E ⊗O(m) on FF. Note
that we have

RΓ(FF, E(m)) = [H0(YFF, E|YFF
)
ϕp−m−1
−−−−−! H0(YFF, E|YFF

)]

= [V ⊗F̆ B
ϕp−m−1
−−−−−! V ⊗F̆ B].

Then, since for any integer m sufficiently big such that the vector bundle E(m) has non-negative
Harder–Narasimhan slopes, one has H1(FF, E(m)) = 0, we deduce that (recalling that ϕ(t) = pt)
for any such m the map (7.10) is surjective, as desired. �

Lemma 7.6. For any finite (ϕ,N)-module (V, ϕ,N) over F̆ , we have a short exact sequence

0! V ⊗F̆ B
α
! V ⊗F̆ Blog

N
! V ⊗F̆ Blog ! 0 (7.11)

where, recalling that Blog = B[U ] (Definition 2.27), the morphism α is induced by the isomorphism
of finite ϕ-modules over F̆

exp(N · U) : V ⊗F̆ B
∼
! (V ⊗F̆ Blog)N=0 : x 7!

∑
j≥0

(−1)j

j!
N j(x) · U j .

Proof. For any finite (ϕ,N)-module (V, ϕ,N) over F̆ , the monodromy operator N has finite nilpo-
tency index. If the nilpotency index is 1, i.e. N = 0 on V , the statement follows from the exactness
of the sequence (7.11) for V = F̆ . The statement in the general case follows by induction on such
nilpotency index (cf. the proof of [CDN20b, Lemma 3.20]). �

7.3. Smooth Stein spaces. In this subsection, our goal is to prove the following result, Theorem
7.7. We remark that it could be deduced from Theorem 7.2, Proposition 7.3(ii) and the theory of
Banach–Colmez spaces, as done in [CDN20b]. However, we give here a more direct proof using the
relative fundamental exact sequence of p-adic Hodge theory.

Theorem 7.7 (cf. [CDN20b], [CN21b]). Let X be a smooth Stein space over C. For any i ≥ 0, we
have a commutative diagram in Modsolid

Qp with exact rows

0 Ωi−1(X)/ ker d H i
proét(X,Qp(i)) (H i

HK(X)⊗�
F̆
Blog)N=0,ϕ=pi 0

0 Ωi−1(X)/ ker d Ωi(X)d=0 H i
dR(X) 0.

7.3.1. Recollections on Banach–Colmez spaces. As a preparation for the proof of Theorem
7.7, we need further reminders on the category of Banach–Colmez spaces BC (Definition 6.10).

Recall that we denote by
τ : FFv ! Spa(C,OC)v

the natural morphism of v-sites.
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We remark that the equivalence of derived categories (6.16) in Proposition 6.11 does not preserve
the natural t-structures. In fact, Le Bras showed that suitably changing t-structure on the source
of (6.16) one can pass to the category of BC spaces:

Proposition 7.8 ([LB18a, Théorème 1.2]). The category of Banach–Colmez spaces BC is equivalent,
via the functor τ∗, to the full subcategory of Perf(FF) having as objects the perfect complexes F
concentrated in cohomological degrees [−1, 0] such that H−1(F) has negative Harder–Narasimhan
slopes and H0(F) has non-negative Harder–Narasimhan slopes.

In the following, for E a vector bundle on FF, we denote the BC spaces

H0(FF, E) := τ∗E , H1(FF, E) := R1τ∗E . (7.12)

Let us recall that Colmez defined a Dimension function on BC spaces ([Col02, §6])

Dim = (dim, ht) : BC ! N× Z
where dim is called dimension and ht height.60 In terms of the Fargues–Fontaine curve, the function
Dim is characterized by the following properties:
(i) The function Dim is additive in short exact sequences;
(ii) For any vector bundle E on FF, denoting by deg(E) the degree of E and by rk(E) its rank,

χ(E) := DimH0(FF, E)−DimH1(FF, E) = (deg(E), rk(E)) (7.13)

where χ(E) is the Euler-Poincaré characteristic of E (see e.g. [FF18, Préface, Remarque 4.6]).

Remark 7.9 (BC spaces vs. condensed Qp-vector spaces). Let E be a vector bundle on FF. In
the following, we will need to consider the cohomology groups of E on FF as condensed Qp-vector
spaces. For this, we denote by

f : FFproét ! Spa(C,OC)proét

the natural morphism of (small) sites, and we define

H0(FF, E) := f∗E , H1(FF, E) := R1f∗E .
Note that the condensed structure on such cohomology groups is just the “shadow” of the structure
of BC spaces (7.12). As an example, we have the identification H0(FF,O(−1)) = (A1

C)♦/Qp as BC
spaces, which restricted to the site Spa(C,OC)proét gives the identification H0(FF,O(−1)) = C/Qp

as condensed Qp-vector spaces.

We are ready to prove the main result of this subsection.

Proof of Theorem 7.7. Let X† be the smooth Stein dagger space associated with X (via [GK00,
Theorem 2.27]). Choose {U †n}n∈N a Stein covering of X†, and denote by {Un}n∈N the corresponding
Stein covering of X (i.e. set Un := Û †n). Fix n ∈ N, and let V † := U †n. Our first goal is to show that
we have a diagram as in the statement replacing X with V †.

Denoting by lim −h Vh the presentation of a dagger structure on V corresponding to V † (recall
Lemma 3.22(i)), for M a sheaf on the big pro-étale site RigC,proét, we set

RΓproét(V
†,M) := colim

h∈N
RΓ(Vh,M).

60We refer the reader to [LB18a, §7.2] for the relation between Colmez’s original definition of Espace de Banach
de dimension finie and Definition 6.10.



RATIONAL p-ADIC HODGE THEORY FOR RIGID-ANALYTIC VARIETIES 87

With this definition, by the relative fundamental exact sequence of p-adic Hodge theory (2.4), we
have the following commutative diagram with exact rows

· · · H i
proét(V

†,Qp) H i
proét(V

†,Be) H i
proét(V

†,BdR/B+
dR) · · ·

· · · H i
proét(V

†,B+
dR) H i

proét(V
†,BdR) H i

proét(V
†,BdR/B+

dR) · · ·

αi

βi

from which we obtain the following diagram with exact rows

0 cokerαi−1 H i
proét(V

†,Qp) kerαi 0

0 cokerβi−1 H i
proét(V

†,B+
dR) kerβi 0.

(7.14)

By [Elk73, Theorem 7 and Remark 2], we may assume that V † is the base change to C of a smooth
dagger affinoid V †0 defined over a finite extension L of K. Then, using Theorem 4.1 together with
the perfectness of RΓHK(V †) over F̆ (Theorem 3.30(i)), Lemma 7.5 and Lemma 7.6 in order to com-
pute H i

proét(V
†,Be), and relying on [Bos21, Corollary 6.17(ii)] to determine H i

proét(V
†,BdR/B+

dR),
recalling the compatibility proven in Theorem 5.3(ii), we have the following commutative diagram
with exact rows

0 (H i
HK(V †)⊗F̆ Blog[1/t])N=0,ϕ=1 H i

proét(V
†,Be) 0 0

0 H i
dR(V †0 )⊗L BdR/t

−iB+
dR H i

proét(V
†,BdR/B+

dR) (Ωi(V †)/ ker d)(−i− 1) 0.

γi

∼

αi

We claim that

ker γi = (H i
HK(V †)⊗F̆ Blog)N=0,ϕ=pi and coker γi = 0. (7.15)

For this, we consider the vector bundle E(H i
HK(V †)) on the Fargues–Fontaine curve FF asso-

ciated to the finite (ϕ,N)-module H i
HK(V †) over F̆ . By Theorem 3.30(ii), the vector bundle

E = E(H i
HK(V †))⊗O(i) has non-negative Harder–Narasimhan slopes, in particular H1(FF, E) = 0,

and we have the short exact sequence

0! H0(FF, E)! H0(FF \{∞}, E)! E∧∞[1/t]/E∧∞ ! 0.

Note that such short exact sequence identifies with the short exact sequence

0! (H i
HK(V †)⊗F̆Blog)N=0,ϕ=pi ! (H i

HK(V †)⊗F̆Blog[1/t])N=0,ϕ=1 γi! H i
dR(V †0 )⊗LBdR/t

−iB+
dR ! 0

thus proving the claim (7.15).
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Then, twisting by (i) the diagram (7.14), putting everything together we deduce that, for each
n ∈ N, we have a commutative diagram with exact rows

0 Ωi−1(U †n)/ ker d H i
proét(U

†
n,Qp(i)) (H i

HK(U †n)⊗�
F̆
Blog)N=0,ϕ=pi 0

0 Ωi−1(U †n)/ ker d Ωi(U †n)d=0 H i
dR(U †n) 0.

(7.16)

Now, since we have

RΓproét(X,Qp(i)) = RΓproét(X
†,Qp(i)) = R lim −

n

RΓproét(U
†
n,Qp(i))

and similarly
RΓHK(X) = R lim −

n

RΓHK(U †n), RΓdR(X) = R lim −
n

RΓdR(U †n)

(see Proposition 3.26 and cf. [CN20, Proposition 3.17]), recalling the property [Bos21, Corollary
A.67] of the solid tensor product, the statement follows taking the inverse limit of (7.16) over n ∈ N,
observing the following R1 lim − vanishing statements.

• Using that {Un}n∈N is a Stein covering of X, by the condensed version of the Mittag-Leffler
criterion for Banach spaces, [Bos21, Lemma A.37], we have that

R1 lim −
n

Ωi(U †n) = R1 lim −
n

Ωi(Un) = 0.

• Since H i
dR(U †n), for varying n ∈ N, are finite-dimensional condensed C-vector spaces, we

have that
R1 lim −

n

H i
dR(U †n) = 0.

• Lastly, we have
R1 lim −

n

(H i
HK(U †n)⊗F̆ Blog)N=0,ϕ=pi = 0. (7.17)

The claim (7.17) is essentially contained in the proof of [CDN20b, Lemma 3.28] (that we
write here in slightly different terms). By the Mittag-Leffler criterion for condensed abelian
groups,61 it suffices to show that in the inverse system {(H i

HK(U †n)⊗F̆ Blog)N=0,ϕ=pi , fnm},
for each n ∈ N there exists k ≥ m such that, for every m ≥ k, the image of the maps fnm
are equal to the image of fnk. For this, recall that, for En = E(H i

HK(U †n)) ⊗ O(i), we have
H0(FF, En) ∼= (H i

HK(U †n) ⊗F̆ B)ϕ=pi (trivializing the monodromy), and H1(FF, En) = 0.
Considering the Euler-Poincaré characteristic of En, by (7.13) we have that

DimH0(FF, En) = (deg(En), rk(En))

we deduce that the BC space H0(FF, En) has height ≥ 0; moreover, by the characterization
of BC spaces in terms of FF, Proposition 7.8, any BC subspace of H0(FF, En) has height
≥ 0. Thus, in the inverse system {H0(FF, En), fnm}, for each n ∈ N the image of the maps
fnm form a chain of BC spaces with decreasing Dimension (for the lexicographic order on
N× Z) and height ≥ 0; in particular, such chain eventually stabilizes, as desired.

61It follows from the Mittag-Leffler criterion for abelian groups, [Gro61, Proposition 13.2.2], applying the latter to
the values on extremally disconnected sets, and using [Sch13a, Lemma 3.18].
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�

As a consequence of Theorem 7.7 we have the following result.

Corollary 7.10. Let X be a smooth Stein space over C. Then, we have

H i
proét(X,Qp) = 0

for all i > dimX.

Proof. Using Theorem 7.7, it suffices to prove that H i
HK(X) = 0 for all i > dimX. Thus, by

Corollary 3.16, we can reduce to showing that H i
dR(X) = 0 for all i > dimX, which holds true

by Kiehl’s ayclicity theorem for Stein spaces (cf. [Bos21, Lemma 5.9] for the statement in the
condensed setting). �

7.4. Smooth affinoid spaces. In view of Theorem 7.7 and Proposition 7.3(ii), it is natural to
formulate the following conjecture.

Conjecture 7.11. Let X be a smooth affinoid rigid space over C. For any i ≥ 0, we have a
commutative diagram in Modsolid

Qp with exact rows

0 Ωi−1(X)/ ker d H i
proét(X,Qp(i)) (H i

HK(X)⊗�
F̆
Blog)N=0,ϕ=pi 0

0 Ωi−1(X)/ ker d Ωi(X)d=0 H i
dR(X) 0.

The goal of this subsection is to show Conjecture 7.11 for curves.

Theorem 7.12. Conjecture 7.11 holds true for X a smooth affinoid rigid space over C of dimension
1.

Proof. By [Elk73, Theorem 7 and Remark 2], we can assume that X is the base change to C of
a smooth affinoid X0 defined over a finite extension of K, and, without loss of generality, we can
further assume that X0 is defined over K.

We recall that by Theorem 6.3(ii) combined with Theorem 4.1, Theorem 5.1 and Theorem 5.3,
we have, for any i ≥ 0, the following commutative diagram whose rows are exact triangles

RΓsyn,FF(X,Qp(i)) (RΓHK(XC)⊗L �
F̆
Blog)N=0,ϕ=pi (RΓdR(X)⊗L �

K B+
dR)/Fili

Fili(RΓdR(X)⊗L �
K B+

dR) RΓdR(X)⊗L �
K B+

dR (RΓdR(X)⊗L �
K B+

dR)/Fili

and, by Theorem 6.3(i), we have an isomorphism τ≤iRΓsyn,FF(X,Qp(i))
∼
! τ≤iRΓproét(X,Qp(i)).

Moreover, by Tate’s acyclicity theorem, the bottom exact triangle of the diagram above maps, via
Fontaine’s morphism θ : B+

dR ! C, to the following exact triangle

Ω≥i(X)[−i] Ω•(X) Ω≤i−1(X).
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Then, reducing to the case X is connected, the statement for i = 0 follows immediately using that
BN=0,ϕ=1

log = Qp. For the statement in the case i = 1, taking cohomology of the diagram above and
using Proposition 7.3(ii), it remains to check that

H1(RΓHK(X)⊗L �
F̆
Blog)N=0,ϕ=p) ∼= (H1

HK(X)⊗�
F̆
Blog)N=0,ϕ=p. (7.18)

For this, we note that, since Blog is a flat solid F̆ -vector space (by [Bos21, Corollary A.65], as it is
a filtered colimit of F̆ -Fréchet spaces), we have that H1(RΓHK(X) ⊗L �

F̆
Blog) ∼= H1

HK(X) ⊗�
F̆
Blog.

Then, the isomorphism (7.18) follows from the exactness of the sequences

0! B ! Blog
N
! Blog ! 0 0! Bϕ=p ! B

ϕ−p
! B ! 0.

Lastly, the statement for i > 1 follows from Lemma 7.13 below (which implies the vanishing of
H i

proét(X,Qp(i)) as X is qcqs), together with the fact that, in this case, H i
dR(X) vanishes, and, by

Corollary 3.16, H i
HK(X) vanishes as well. �

We used crucially the following result.

Lemma 7.13 (Rigid-analytic p-adic Artin vanishing). Let X be a smooth affinoid rigid space over
C. Then, we have

H i
proét(X,Zp) = 0

for all i > dimX.

Proof. Fix an integer i > dimX. By a result of Bhatt–Mathew, [BM21, Remark 7.4(2)], for any
n ≥ 1, we have the vanishing H i

proét(X,Z/pn) = 0.62 Thus, using the exact sequence

0! R1 lim −
n

H i−1
proét(X,Z/p

n)! H i
proét(X,Zp)! lim −

n

H i
proét(X,Z/pn)! 0

it remains to show that
R1 lim −

n

H i−1
proét(X,Z/p

n) = 0. (7.19)

Considering the long exact sequence associated to the short exact sequence of sheaves on Xproét

0! Z/p! Z/pn+1 ! Z/pn ! 0

and using again that H i
proét(X,Z/p) = 0, we deduce that the transition maps of the inverse system

{H i−1
proét(X,Z/p

n)}n are surjective; then, we conclude by the Mittag-Leffler criterion. �

Now, let us at least indicate a possible direction for proving Conjecture 7.11 in dimension higher
than 1.

Remark 7.14 (On the obstruction to proving Conjecture 7.11). Let us assume for simplicity that X
is an affinoid rigid space over C having a smooth formal model over OC . In this case, by Theorem
3.15(i) we have in particular that the monodromy action N on the Hyodo-Kato cohomology of X
is trivial. We claim that to prove Conjecture 7.11 it suffices to show that

H1(FF,HnFF(X)⊗O(m)) = 0 for all 0 ≤ n ≤ m (7.20)

62The cited result does not keep track of the condensed structure on Hi
proét(X,Z/pn), however doing this does not

pose any problem.
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where HnFF(X) denotes the n-th Fargues–Fontaine cohomology group of X (Definition 6.16). We
note that, by Proposition 6.8 (applied to HnFF(X) ⊗ O(m) ∈ Nuc(FF) concentrated in degree 0)
and (the proof of) Theorem 4.1, the condition (7.20) is equivalent to the following one63

ϕ− pm : Hn
HK(X)⊗�

F̆
B ! Hn

HK(X)⊗�
F̆
B is surjective for all 0 ≤ n ≤ m. (7.21)

Before proving the claim, we pause to remark that (7.20) holds replacing X with a dagger structure
X† on X (Remark 3.20), in fact, thanks to Theorem 6.17(i) and Theorem 3.30, the vector bundle
HnFF(X†) on FF has Harder–Narasimhan slopes ≥ −n. Recalling Theorem 3.15(i), this suggests the
following question: can one prove (7.21) using that the Frobenius on the n-th crystalline cohomology
group has an inverse up to pn, [BS22, Theorem 1.8(6)]?

Now, to prove that the condition (7.20) implies Conjecture 7.11, as in the proof of Theorem
7.12, by [Elk73, Theorem 7 and Remark 2], we can assume that X is the base change to C of a
smooth affinoid X0 defined over a finite extension of K, and, without loss of generality, we can
further assume that X0 is defined over K. Then, again as in the proof of Theorem 7.12, combining
Theorem 7.2 with Proposition 7.3(ii), for all i ≥ 0 we obtain the following commutative diagram in
Modsolid

Qp with exact rows

(H i−1
HK (X)⊗�

F̆
B)ϕ=pi Ωi−1(X)/dΩi−2(X) H i

proét(X,Qp(i)) (H i
HK(X)⊗�

F̆
B)ϕ=pi 0

0! H i−1
dR (X) Ωi−1(X)/dΩi−2(X) Ωi(X)d=0 H i

dR(X) 0.

γi

αi

Here, we used that, for any 0 ≤ j ≤ i, we have

Hj((RΓHK(X)⊗L �
F̆
B)ϕ=pi) ∼= (Hj

HK(X)⊗�
F̆
B)ϕ=pi .

In fact, since B is a flat solid F̆ -vector space (by [Bos21, Corollary A.65]), we have an exact sequence

0! (Hj−1
HK (X)⊗�

F̆
B)/ im(ϕ− pi)! Hj((RΓHK(X)⊗L �

F̆
B)ϕ=pi)! (Hj

HK(X)⊗�
F̆
B)ϕ=pi ! 0

and the left term vanishes thanks to (7.21). Now, it remains to show that we have

kerαi ∼= Ωi−1(X)/ ker d.

From the diagram above, we obtain the following commutative diagram with exact rows

(H i−1
HK (X)⊗�

F̆
B)ϕ=pi Ωi−1(X)/dΩi−2(X) kerαi 0

0! H i−1
dR (X) Ωi−1(X)/dΩi−2(X) Ωi−1(X)/ ker d 0.

γi (7.22)

Then, using the snake lemma, we deduce that we need to show that the map γi is surjective. For
this, by [FS21, Proposition II.2.3] we have the following exact triangle in QCoh(FF)

Hi−1
FF (X)⊗O(i− 1)

·t
! Hi−1

FF (X)⊗O(i)! ι∞,∗(H
i−1
dR (X)) (7.23)

63Here, we recall [Bos21, Corollary A.65] and we note that we have R limI⊂(0,∞) H
n
HK(X)⊗�

F̆
BI ' Hn

HK(X)⊗�
F̆
B

by [Bos21, Corollary A.67(ii)], using that Hn
HK(X) is a quotient of F̆ -Banach spaces.
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where ι∞,∗ : QCoh(Spa(C))! QCoh(FF) denotes the pushforward functor. Here, we used Theorem
3.15(iii) and the flatness of C for the solid tensor product ⊗�

F̆
([Bos21, Corollary A.65]). Taking

the long exact sequence in cohomology associated to (7.23) on FF, recalling Proposition 6.8, from
(7.20) we deduce that γi is surjective, as desired.

7.5. Remarks about coefficients. In this subsection, we indicate a partial extension of Theorem
7.2 to coefficients. For simplicity, we restrict ourselves to smooth rigid-analytic varieties over C.

Definition 7.15. Let X be a smooth rigid-analytic variety over C. Denote by ν : Xproét ! Xét,cond

the natural morphism of sites. For M a B-local system on Xproét, i.e. a sheaf of B-modules that is
locally on Xproét free of finite rank, we define the B-cohomology of X with coefficients in M as the
complex of D(Modcond

B )
RΓB(X,M) := RΓét,cond(X,LηtRν∗M).

and we endow it with the filtration décalée.

With the definition above, given L a Qp-local system on Xproét with associated B-local system
M = L ⊗Qp B, tensoring with L ⊗Qp − the exact sequence (6.1), the same argument used in the
proof of Theorem 6.3(i) shows that we have a natural isomorphism in D(Modcond

Qp )

τ≤i FiliRΓB(X,M)ϕ=pi ∼! τ≤iRΓproét(X,L(i)).

Similarly, we have a version with coefficients of Theorem 6.3(ii). Then, combining the same results
cited in the proof of Theorem 5.1 (in the smooth case), which rely on Scholze’s Poincaré lemma for
B+

dR, we obtain the following result.

Theorem 7.16. Let X be a connected, paracompact, smooth rigid-analytic variety defined over K.
Let L be a de Rham Qp-local system on Xproét, with associated B-local system M = L ⊗Qp B, and
associated filtered OX-module with integrable connection (E ,∇,Fil•). For any i ≥ 0, we have a
GK-equivariant isomorphism in D(Modsolid

Qp )

τ≤iRΓproét(XC ,L(i)) ' τ≤i fib(RΓB(XC ,M)ϕ=pi ! (RΓdR(X, E)⊗L �
K B+

dR)/Fili).
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Appendix A. Complements on condensed mathematics

This appendix consists of a miscellaneous collection of results on condensed mathematics that we
use in the main body of the paper.

Notation and conventions A.1. In this appendix, we adopt the same notation and set-theoretic
conventions of [Bos21, Appendix A]. All condensed rings will be assumed to be commutative and
unital.

A.1. Derived p-adic completion and solidification. In this section, we compare the derived
p-adic completion to the solidification.

Notation A.2. Let p be a prime number. In the following, for M ∈ D(CondAb), we denote by

M∧p := R lim −
n∈N

(M ⊗L
Z Z/pn) ∈ D(CondAb)

its derived p-adic completion. We say that an objectM ∈ D(CondAb) is derived p-adically complete
if the natural map

M !M∧p

is an isomorphism of D(CondAb).
For A a solid ring, we write Modsolid

A for the symmetric monoidal category of A-modules in Solid,
endowed with the solid tensor product ⊗�A.

Proposition A.3 (cf. [CS20b]). Let A be a derived p-adically complete solid ring. For all cohomo-
logically bounded above complexes M,N ∈ D(Modsolid

A ), we have a natural isomorphism

M∧p ⊗L �
A N∧p

∼
−! (M ⊗L �

A N)∧p . (A.1)

Proof. First, we recall that the category Modsolid
A is generated under colimits by the compact pro-

jective objects (
∏
I Z) ⊗�Z A = (

∏
I Zp) ⊗�Zp A, for varying sets I. By hypothesis, we may assume

that M and N are connective; then, writing M = colim[n]∈∆op Mn in D(Modsolid
A ) with Mn a direct

sum of objects of the form (
∏
I Zp)⊗�Zp A, the natural map colim[n]∈∆op(Mn)∧p !M∧p is an isomor-

phism (as it can be checked via a spectral sequence), and similarly for N . Therefore, using that the
solid tensor product commutes with colimits, it suffices to prove the statement for M = M ′ ⊗�Zp A
and N = N ′ ⊗�Zp A (concentrated in degree 0), with M ′ and N ′ objects of Modsolid

Zp of the form⊕
j∈J(

∏
Ij
Zp) for varying sets J and Ij , for j ∈ J .

In the case A = Zp, using Lemma A.4 the statement readily reduces (cf. the proof of [Bos21,
Proposition A.49]) to the isomorphism

∏
I Zp ⊗L �

Zp
∏
I′ Zp =

∏
I×I′ Zp which holds for any sets I

and I ′ (see e.g. [Bos21, Remark A.18]).
In general, we want to show that we can reduce to the case A = Zp. We will use that

∏
I Zp is

flat for the tensor product ⊗�Zp , i.e. for any Q ∈ Modsolid
Zp we have that

∏
I Zp⊗L �

Zp Q is concentrated
in degree 0: for this, writing Q as a filtered colimit of quotients of objects of the form

∏
J Zp, we

can reduce to the case Q is derived p-adically complete; in this case, using (A.1) for A = Zp, by the
derived Nakayama lemma, we can reduce to checking the claim modulo p, in which case it follows
from [Bos21, Lemma A.19], using that any solid Fp-module can be written as a filtered colimit of



94 GUIDO BOSCO

profinite Fp-vector spaces, [CS20a, Proposition 2.8]. Then, from (A.1) for A = Zp, using that A is
derived p-adically complete, we deduce that

M∧p
∼= (M ′ ⊗L �

Zp A)∧p
∼= (M ′)∧p ⊗L �

Zp A

and similarly for N . Hence, we have a natural isomorphism

M∧p ⊗L �
A N∧p

∼= (M ′)∧p ⊗L �
Zp (N ′)∧p ⊗L �

Zp A
∼= (M ′ ⊗L �

Zp N
′ ⊗L �

Zp A)∧p
∼= (M ⊗L �

A N)∧p

where we used again (A.1) for A = Zp. �

We used crucially the following result.

Lemma A.4. For c ∈ [0, 1] we denote (Zp)≤c := {x ∈ Zp : |x| ≤ c}. For any sets J and Ij, for
j ∈ J , we have

(
⊕
j∈J

∏
Ij

Zp)∧p = lim−!
f :J![0,1],f!0

∏
j∈J

∏
Ij

(Zp)≤f(j). (A.2)

where the colimit runs over the functions f : J ! [0, 1] tending to 0 (i.e. for every ε > 0, the set
{j ∈ J : |f(j)| ≥ ε} is finite) partially ordered by the relation of pointwise inequality f ≤ g.

Proof. We will adapt the proof of [Bos21, Lemma A.53]. It suffices to prove (A.2) on S-valued
points, for all extremally disconnected set S. Let M :=

⊕
j∈J
∏
Ij
Zp. We note that, thanks to

the flatness of the condensed abelian group M (which follows from Lemma A.5), the derived p-adic
completion of M agrees with its underived p-adic completion lim −n∈NM/pn. Then, we have

M∧p (S) = lim −
n∈N

⊕
j∈J

Hom(S,
∏
Ij

Zp/pn)

from which we deduce that

M∧p (S) = {(gj)j∈J with gj ∈ C 0(S,
∏
Ij
Zp) : ∀ε > 0, gj(S) ⊆

∏
Ij

(Zp)≤ε for all but finitely many gj}

which, in turn, identifies with

lim−!
f :J![0,1], f!0

∏
j∈J

∏
Ij

C 0(S, (Zp)≤f(j))


thus showing (A.2). �

The following lemma was used above and in the main body of the paper.

Lemma A.5 ([CS22, Proposition 3.4]). A condensed abelian group M ∈ CondAb is flat if and only
if, for all extremally disconnected sets S, the abelian group M(S) is torsion-free.

A.2. ∞-category of nuclear complexes. In this section, we collect some general properties and
characterizations of the ∞-category of nuclear complexes attached to an analytic ring, which are
due to Clausen–Scholze, focusing in particular on a special class of analytic rings relevant to the
main body of the paper. This section should be read in conjunction with [Bos21, §A.6].
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Notation and conventions A.6. We will denote by ExtrDisc the category of extremally discon-
nected sets.

We recall that an analytic ring (A,M) (in the sense of [CS19, Definition 7.4]) is commutative if A
is commutative (and unital), and normalized if the map A!M[∗] is an isomorphism. All analytic
rings will be assumed to be commutative and normalized.

For an analytic ring (A,M), we denote by D(A) the derived ∞-category D(Modcond
A ), and we

denote by D(A,M) the derived∞-category of (A,M)-complete complexes in D(A), equipped with
the symmetric monoidal tensor product ⊗L

(A,M). For M ∈ D(A,M) we write

M∨ := HomD(A,M)(M,A)

for its dual.

Definition A.7 ([CS20a, Definition 13.10]). Let (A,M) be an analytic ring. A complex N ∈
D(A,M) is nuclear if, for all S ∈ ExtrDisc, the natural map

(M[S]∨ ⊗L
(A,M) N)(∗)! N(S) (A.3)

in D(Ab) is an isomorphism. We denote by Nuc(A,M) the full∞-subcategory of D(A,M) spanned
by the nuclear complexes.

Remark A.8. We note that the ∞-subcategory Nuc(A,M) ⊂ D(A,M) is stable under all colimits
(as both the source and the target of (A.3) commute with colimits in N), and under finite limits
(as ⊗L

(A,M) commutes with finite limits).

In order to recall a useful characterization of nuclear complexes, we need the following definitions.

Definition A.9 ([CS22, Definition 8.1]). Let (A,M) be an analytic ring. A map f : M ! N in
D(A,M) is called trace-class if it lies in the image of the natural map

(M∨ ⊗L
(A,M) N)(∗)! HomD(A,M)(M,N).

Definition A.10 ([CS20a, Definition 13.12]). Let (A,M) be an analytic ring. An object M ∈
D(A,M) is called basic nuclear if it can be written as the colimit of a diagram

P0
f0! P1

f1! P2
f2! · · ·

where Pn ∈ D(A,M) are compact objects and fn are trace-class maps.

Proposition A.11 ([CS20a, Proposition 13.13]). Let (A,M) be an analytic ring. An object in
D(A,M) is nuclear if and only if it can be written as a filtered colimit of basic nuclear objects.

We deduce the following result.

Corollary A.12. Let f : (A,M) ! (A,N ) be a morphism of analytic rings. The base change
functor

−⊗L
(A,M) (B,N ) : D(A,M)! D(B,N )

preserves nuclear objects.

Proof. It suffices to apply Proposition A.11 observing that the base change functor preserves com-
pact objects and trace-class maps. �

To further study the ∞-category of nuclear complexes, we will use the following the definition.
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Definition A.13 ([CS]). Let (A,M) be an analytic ring. We define the trace-class functor

(−)tr : D(A,M)! D(A) : M 7!M tr

where M tr is defined on S-valued points,64 for S ∈ ExtrDisc, as

M tr(S) = (M[S]∨ ⊗L
(A,M) M)(∗).

Now, we collect some basic properties of the trace-class functor.

Lemma A.14. Let (A,M) be an analytic ring.
(i) The trace-class functor (−)tr : D(A,M)! D(A) takes values in D(A,M).
(ii) A map f : P ! M in D(A,M) with M compact object is trace-class if and only if it factors

through M tr.
(iii) An objectM ∈ D(A,M) is nuclear if and only if the natural mapM tr !M is an isomorphism.

Proof. For part (i), one can adapt the argument of [Bos21, Lemma A.47(i)]. For part (ii), as in the
proof [Bos21, Lemma A.47(ii)], the case P =M[S], with S extremally disconnected set, is clear; for
a general P compact object of D(A,M), we can reduce to the previous case writing P as a retract
of a finite complex whose terms are objects of the formM[S], with S extremally disconnected set
([Sta20, Tag 094B]). Part (iii) follows immediately from the definitions. �

Proposition A.15 ([CS], [And]). Let (A,M) be an analytic ring. For any M ∈ D(A,M), the
object M tr (and in particular any nuclear object in D(A,M))65 can be written as a colimit of shifts
of objects of the formM[S]∨ for S extremally disconnected sets.

Proof. Recalling that D(A,M) is generated, under shifts and colimits, by M[T ] for varying ex-
tremally disconnected sets T , we can apply the same argument of [Bos21, Proposition A.48]. �

Next, we focus on the categorical properties of the ∞-category of nuclear complexes for the
following special class of analytic rings used in the main body of the paper.

Notation A.16. Let F be a non-archimedean local field, and let A be a solid F -algebra.
For the analytic ring (A,Z)� = (A,MA) from [Bos21, Proposition A.29] (i.e. the analytic ring

structure on A induced from the analytic ring Z�), we denote by NucA := Nuc((A,Z)�) the full
∞-subcategory of nuclear complexes of SolidA := D((A,Z)�), and we write ⊗�A for the symmetric
monoidal tensor product ⊗(A,Z)� .

Theorem A.17 ([CS]). Let F be a non-archimedean local field, and let A be a nuclear solid
F -algebra.66

(i) The subcategory NucA ⊂ SolidA is a stable ∞-category, closed under the tensor product ⊗L �
A ,

finite limits, countable products, and all colimits.
(ii) The ∞-category NucA is generated, under shifts and colimits, by the objects HomA(A[S], A),

for varying S profinite sets.
(iii) An object M ∈ SolidA lies NucA if and only if H i(M)[0] lies in NucA for all i.

64Via the equivalence of ∞-categories Cond(D(Ab)) ∼= D(CondAb).
65Here, we use Lemma A.14(iii).
66Given a solid F -algebra A we say that it is nuclear if the underlying solid F -module is nuclear in the sense of

[Bos21, Definition A.40] with respect to the analytic ring (F,Z)� (as we will see in the proof below, this is equivalent
to requiring that the complex A[0] ∈ SolidF is nuclear in the sense of Definition A.7). For example, any Fréchet
F -algebra is a nuclear F -algebra by [Bos21, Proposition A.64].
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Proof. First we note that, by [And21, Proposition 2.11], we have MA[S]∨ ∼= HomA(A[S], A), for
all profinite sets S. Moreover, as the latter objects are flat for the tensor product ⊗�A by [Bos21,
Theorem A.43(ii)], a complex N [0] ∈ SolidA concentrated in degree 0 is nuclear, in the sense of
Definition A.7, if and only if the solid A-module N is nuclear, in the sense of [Bos21, Definition
A.40].

Thanks to the above observations, part (ii) follows from Proposition A.15 and [Bos21, Theorem
A.43(ii)]. For part (i), the closure of NucA ⊂ SolidA under finite limits and all colimits was observed
more generally in Remark A.8; for the closure under the tensor product ⊗L �

A and countable products,
taking K-flat resolutions in NucA (which exist thanks to part (ii)), we can reduce to the statement
of [Bos21, Theorem A.43(i)].

For part (iii), if M ∈ SolidA lies NucA, then H i(M)[0] lies in NucA for all i, using again that the
objectsMA[S]∨, for varying profinite sets S, are flat for the tensor product ⊗�A. Conversely, passing
to the Postnikov limit, M ' lim −n τ

≥−nM , by part (i), we can suppose that M is cohomologically
bounded below, and using M ' lim−!n

τ≤nM , we can even suppose that M is bounded, and then
concentrated in one degree, in which case the implication is clear. �

Remark A.18. Let A be a nuclear solid F -algebra and letM ∈ SolidA. We have thatM lies in NucA
if and only if M (regarded in SolidF ) lies in NucF . For this, it suffices to recall Definition A.7, and
observe that, by [And21, Proposition 5.35], for all S ∈ ExtrDisc, we have a natural isomorphism
MA[S]∨ ∼=MF [S]∨ ⊗L �

F A.

A.3. Quasi-coherent, nuclear, and perfect complexes on analytic adic spaces. In this
section, we recall some results of Andreychev on quasi-coherent, nuclear, and perfect complexes on
analytic adic spaces, that we need in the main body of the paper.

Notation A.19. Given a pair (A,A+) with A a complete Huber ring and A+ a subring of A◦, we
denote by (A,A+)� the associated analytic ring, [And21, §3.3].

Theorem A.20 ([And21, Theorem 4.1]). Let Y an analytic adic space. The association taking
any affinoid subspace U = Spa(A,A+) ⊂ Y to the ∞-category D((A,A+)�) defines a sheaf of ∞-
categories on Y . We define the ∞-category of quasi-coherent complexes on Y as the global sections
of such sheaf, and we denote it by QCoh(Y ).

Next, we recall that also nuclear objects satisfy analytic descent on analytic adic spaces.

Theorem A.21 ([And21, Theorem 5.41]). Let Y an analytic adic space. The association taking
any affinoid subspace U = Spa(A,A+) ⊂ Y to the ∞-category Nuc((A,A+)�) defines a sheaf of
∞-categories on Y . We define the ∞-category of nuclear complexes on Y as the global sections of
such sheaf, and we denote it by Nuc(Y ).

It turns out that the ∞-category of nuclear objects associated to an analytic complete Huber
pair does not depend on the ring of definition. More precisely, we have the following result.

Theorem A.22 ([And]). Let (A,A+) a pair with A an analytic complete Huber ring and A+ a
subring of A◦. The ∞-category Nuc((A,A+)�) is generated, under shifts and colimits, by the objects
HomA(A[S], A) for varying S profinite sets.

In what follows, given a condensed ring R, we denote by PerfR ⊂ D(Modcond
R ) the∞-subcategory

of perfect complexes over R, [And21, Definition 5.1].

Andreychev showed that, passing to dualizable objects, Theorem A.21 implies the following result.
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Theorem A.23 ([And21, Theorem 5.3]). Let Y an analytic adic space. The association taking any
affinoid subspace U = Spa(A,A+) ⊂ Y to the ∞-category PerfA defines a sheaf of ∞-categories on
Y . We define the ∞-category of perfect complexes on Y as the global sections of such sheaf, and we
denote it by Perf(Y ).

References

[AGV71] Michael Artin, Alexander Grothendieck, and Jean-Louis Verdier, Théorie des topos et cohomologie étale
des schémas I, II, III, Lecture Notes in Mathematics, vol. 269, 270, 305, Springer, 1971.

[ALB21] Johannes Anschütz and Arthur-César Le Bras, A Fourier transform for Banach-Colmez spaces, https:
//arxiv.org/abs/2111.11116, 2021, Preprint.

[AMMN20] Benjamin Antieau, Akhil Mathew, Matthew Morrow, and Thomas Nikolaus, On the Beilinson fiber
square, https://arxiv.org/abs/2003.12541, 2020, Preprint.

[And] Grigory Andreychev, Ph.D. Thesis, Universität Bonn, in preparation.
[And01] Yves André, Différentielles non commutatives et théorie de Galois différentielle ou aux différences, Ann.

Sci. École Norm. Sup. (4) 34 (2001), no. 5, 685–739.
[And21] Grigory Andreychev, Pseudocoherent and perfect complexes and vector bundles on analytic adic spaces,

https://arxiv.org/abs/2105.12591, 2021, Preprint.
[Bei11] Alexander Beilinson, On the crystalline period map, https://arxiv.org/abs/1111.3316v1, 2011, Pre-

publication arXiv first version.
[Bei12] , p-adic periods and derived de Rham cohomology, J. Amer. Math. Soc. 25 (2012), no. 3, 715–738.
[Bei13] , On the crystalline period map, https://arxiv.org/abs/1111.3316v4, 2013, Post-publication

arXiv version.
[Ber73] Pierre Berthelot, Sur le “théorème de Lefschetz faible” en cohomologie cristalline, C. R. Acad. Sci. Paris

Sér. A-B 277 (1973), A955–A958.
[BH22] Bhargav Bhatt and David Hansen, The six functors for Zariski-constructible sheaves in rigid geometry,

Compos. Math. 158 (2022), no. 2, 437–482.
[Bha16] Bhargav Bhatt, Algebraization and Tannaka duality, Camb. J. Math. 4 (2016), no. 4, 403–461.
[BKV22] Federico Binda, Hiroki Kato, and Alberto Vezzani, On the p-adic weight-monodromy conjecture for

complete intersetions in toric varieties, https://arxiv.org/abs/2207.00369, 2022, Preprint.
[BL] Bhargav Bhatt and Jacob Lurie, A p-adic Riemann-Hilbert functor II: Qp-coefficients, in preparation.
[BL22] , The prismatization of p-adic formal schemes, https://arxiv.org/abs/2201.06124, 2022,

Preprint.
[BM21] Bhargav Bhatt and Akhil Mathew, The arc-topology, Duke Math. J. 170 (2021), no. 9, 1899–1988.
[BMS18] Bhargav Bhatt, Matthew Morrow, and Peter Scholze, Integral p-adic Hodge theory, Publ. Math. Inst.

Hautes Études Sci. 128 (2018), 219–397.
[BMS19] , Topological Hochschild homology and integral p-adic Hodge theory, Publ. Math. Inst. Hautes

Études Sci. 129 (2019), 199–310.
[BO78] Pierre Berthelot and Arthur Ogus, Notes on crystalline cohomology, Princeton University Press, Prince-

ton, N.J.; University of Tokyo Press, Tokyo, 1978.
[Bos14] Siegfried Bosch, Lectures on formal and rigid geometry, Lecture Notes in Mathematics, vol. 2105,

Springer, Cham, 2014.
[Bos21] Guido Bosco, On the p-adic pro-étale cohomology of Drinfeld symmetric spaces, https://arxiv.org/

abs/2110.10683, 2021, Preprint.
[BS15] Bhargav Bhatt and Peter Scholze, The pro-étale topology for schemes, Astérisque (2015), no. 369, 99–201.
[BS22] , Prisms and prismatic cohomology, https://arxiv.org/abs/1905.08229, 2022, Preprint.
[CDN20a] Pierre Colmez, Gabriel Dospinescu, and Wiesława Nizioł, Cohomologie p-adique de la tour de Drinfeld:

le cas de la dimension 1, J. Amer. Math. Soc. 33 (2020), no. 2, 311–362.
[CDN20b] , Cohomology of p-adic Stein spaces, Invent. Math. 219 (2020), no. 3, 873–985.
[CDN21] , Cohomologie des courbes analytiques p-adiques, https://arxiv.org/abs/2101.06647, 2021,

Preprint.
[CK19] Kestutis Cesnavicius and Teruhisa Koshikawa, The Ainf-cohomology in the semistable case, Compos.

Math. 155 (2019), no. 11, 2039–2128.

https://arxiv.org/abs/2111.11116
https://arxiv.org/abs/2111.11116
https://arxiv.org/abs/2003.12541
https://arxiv.org/abs/2105.12591
https://arxiv.org/abs/1111.3316v1
https://arxiv.org/abs/1111.3316v4
https://arxiv.org/abs/2207.00369
https://arxiv.org/abs/2201.06124
https://arxiv.org/abs/2110.10683
https://arxiv.org/abs/2110.10683
https://arxiv.org/abs/1905.08229
https://arxiv.org/abs/2101.06647


RATIONAL p-ADIC HODGE THEORY FOR RIGID-ANALYTIC VARIETIES 99

[CLS99] Bruno Chiarellotto and Bernard Le Stum, Pentes en cohomologie rigide et F -isocristaux unipotents,
Manuscripta Math. 100 (1999), no. 4, 455–468.

[CN17] Pierre Colmez and Wiesława Nizioł, Syntomic complexes and p-adic nearby cycles, Invent. Math. 208
(2017), no. 1, 1–108.

[CN20] , On p-adic comparison theorems for rigid analytic varieties, I, Münster J. Math. 13 (2020), no. 2,
445–507.

[CN21a] , On the cohomology of p-adic analytic spaces, I: the basic comparison theorem, https://arxiv.
org/abs/2104.13448, 2021, Preprint.

[CN21b] , On the cohomology of p-adic analytic spaces, II: the Cst-conjecture, https://arxiv.org/abs/
2108.12785, 2021, Preprint.

[Col02] Pierre Colmez, Espaces de Banach de dimension finie, J. Inst. Math. Jussieu 1 (2002), no. 3, 331–439.
[Con06] Brian Conrad, Relative ampleness in rigid geometry, Ann. Inst. Fourier (Grenoble) 56 (2006), no. 4,

1049–1126.
[CS] Dustin Clausen and Peter Scholze, Condensed Mathematics, in preparation.
[CS19] , Lectures on Condensed Mathematics, https://www.math.uni-bonn.de/people/scholze/

Condensed.pdf, 2019.
[CS20a] , Lectures on Analytic Geometry, https://www.math.uni-bonn.de/people/scholze/Analytic.

pdf, 2020.
[CS20b] , Masterclass in Condensed Mathematics, https://www.math.ku.dk/english/calendar/events/

condensed-mathematics/, 2020.
[CS21] Kestutis Cesnavicius and Peter Scholze, Purity for flat cohomology, https://arxiv.org/abs/1912.

10932, 2021, Preprint.
[CS22] Dustin Clausen and Peter Scholze, Condensed Mathematics and Complex Geometry, https://people.

mpim-bonn.mpg.de/scholze/Complex.pdf, 2022.
[dJvdP96] Johan de Jong and Marius van der Put, Étale cohomology of rigid analytic spaces, Doc. Math. 1 (1996),

No. 01, 1–56.
[Dri22] Vladimir Drinfeld, Prismatization, https://arxiv.org/abs/2005.04746, 2022, Preprint.
[Elk73] Renée Elkik, Solutions d’équations à coefficients dans un anneau hensélien, Ann. Sci. École Norm. Sup.

(4) 6 (1973), 553–603 (1974).
[Far15] Laurent Fargues, Quelques résultats et conjectures concernant la courbe, Astérisque (2015), no. 369, 325–

374.
[FF14] Laurent Fargues and Jean-Marc Fontaine, Vector bundles on curves and p-adic Hodge theory, Automor-

phic forms and Galois representations. Vol. 2, London Math. Soc. Lecture Note Ser., vol. 415, Cambridge
Univ. Press, Cambridge, 2014, pp. 17–104.

[FF18] , Courbes et fibrés vectoriels en théorie de Hodge p-adique, Astérisque (2018), no. 406, xiii+382,
With a preface by Pierre Colmez.

[Fon94] Jean-Marc Fontaine, Le corps des périodes p-adiques, no. 223, 1994, With an appendix by Pierre Colmez,
Périodes p-adiques (Bures-sur-Yvette, 1988), pp. 59–111.

[Fon04] , Arithmétique des représentations galoisiennes p-adiques, no. 295, 2004, Cohomologies p-adiques
et applications arithmétiques. III, pp. xi, 1–115.

[FS21] Laurent Fargues and Peter Scholze, Geometrization of the local langlands correspondence, https:
//arxiv.org/abs/2102.13459, 2021, Preprint.

[GK00] Elmar Große-Klönne, Rigid analytic spaces with overconvergent structure sheaf, J. Reine Angew. Math.
519 (2000), 73–95.

[GK05] , Frobenius and monodromy operators in rigid analysis, and Drinfel’d’s symmetric space, J. Alge-
braic Geom. 14 (2005), no. 3, 391–437.

[Gro61] A. Grothendieck, Éléments de géométrie algébrique. III. Étude cohomologique des faisceaux cohérents. I,
Inst. Hautes Études Sci. Publ. Math. (1961), no. 11, 167.

[Guo19] Haoyang Guo, Hodge-Tate decomposition for non-smooth spaces, https://arxiv.org/abs/1909.09917,
2019, Preprint.

[Guo21] , Crystalline cohomology of rigid analytic spaces, https://arxiv.org/abs/2112.14304, 2021,
Preprint.

https://arxiv.org/abs/2104.13448
https://arxiv.org/abs/2104.13448
https://arxiv.org/abs/2108.12785
https://arxiv.org/abs/2108.12785
https://www.math.uni-bonn.de/people/scholze/Condensed.pdf
https://www.math.uni-bonn.de/people/scholze/Condensed.pdf
https://www.math.uni-bonn.de/people/scholze/Analytic.pdf
https://www.math.uni-bonn.de/people/scholze/Analytic.pdf
 https://www.math.ku.dk/english/calendar/events/condensed-mathematics/
 https://www.math.ku.dk/english/calendar/events/condensed-mathematics/
https://arxiv.org/abs/1912.10932
https://arxiv.org/abs/1912.10932
https://people.mpim-bonn.mpg.de/scholze/Complex.pdf
https://people.mpim-bonn.mpg.de/scholze/Complex.pdf
https://arxiv.org/abs/2005.04746
https://arxiv.org/abs/2102.13459
https://arxiv.org/abs/2102.13459
https://arxiv.org/abs/1909.09917
https://arxiv.org/abs/2112.14304


100 GUIDO BOSCO

[Han21] David Hansen, On the supercuspidal cohomology of basic local Shimura varieties, http://www.
davidrenshawhansen.com/middle.pdf, 2021, Preprint.

[HK94] Osamu Hyodo and Kazuya Kato, Semi-stable reduction and crystalline cohomology with logarithmic poles,
no. 223, 1994, Périodes p-adiques (Bures-sur-Yvette, 1988), pp. 221–268.

[Hub96] Roland Huber, Étale cohomology of rigid analytic varieties and adic spaces, Aspects of Mathematics,
E30, Friedr. Vieweg & Sohn, Braunschweig, 1996.

[Kat89] Kazuya Kato, Logarithmic structures of Fontaine-Illusie, Algebraic analysis, geometry, and number the-
ory (Baltimore, MD, 1988), Johns Hopkins Univ. Press, Baltimore, MD, 1989, pp. 191–224.

[Kat94] , Semi-stable reduction and p-adic étale cohomology, no. 223, 1994, Périodes p-adiques (Bures-sur-
Yvette, 1988), pp. 269–293.

[Kie67] Reinhardt Kiehl, Der Endlichkeitssatz für eigentliche Abbildungen in der nichtarchimedischen Funktio-
nentheorie, Invent. Math. 2 (1967), 191–214.

[Kos22] Teruhisa Koshikawa, Logarithmic Prismatic Cohomology I, https://arxiv.org/abs/2007.14037, 2022,
Preprint.

[LB18a] Arthur-César Le Bras, Espaces de Banach-Colmez et faisceaux cohérents sur la courbe de Fargues-
Fontaine, Duke Math. J. 167 (2018), no. 18, 3455–3532.

[LB18b] , Overconvergent relative de Rham cohomology over the Fargues-Fontaine curve, https://arxiv.
org/abs/1801.00429v2, 2018, Preprint.

[LBV21] Arthur-César Le Bras and Alberto Vezzani, The de Rham-Fargues-Fontaine cohomology, https://arxiv.
org/abs/2105.13028, 2021, Preprint.

[LM13] Andreas Langer and Amrita Muralidharan, An analogue of Raynaud’s theorem: weak formal schemes
and dagger spaces, Münster J. Math. 6 (2013), no. 1, 271–294.

[Lur09] Jacob Lurie, Higher topos theory, Annals of Mathematics Studies, vol. 170, Princeton University Press,
Princeton, NJ, 2009.

[Lur17] , Higher Algebra, https://www.math.ias.edu/~lurie/papers/HA.pdf, 2017, Preprint.
[Lur18] , Spectral Algebraic Geometry, https://www.math.ias.edu/~lurie/papers/SAG-rootfile.pdf,

2018, Preprint.
[LZ17] Ruochuan Liu and Xinwen Zhu, Rigidity and a Riemann-Hilbert correspondence for p-adic local systems,

Invent. Math. 207 (2017), no. 1, 291–343.
[Mat80] Hideyuki Matsumura, Commutative algebra, second ed., Mathematics Lecture Note Series, vol. 56, Ben-

jamin/Cummings Publishing Co., Inc., Reading, Mass., 1980.
[Mer72] David Meredith, Weak formal schemes, Nagoya Math. J. 45 (1972), 1–38.
[Mok93] A. Mokrane, La suite spectrale des poids en cohomologie de Hyodo-Kato, Duke Math. J. 72 (1993), no. 2,

301–337.
[Niz06] Wiesława Nizioł, Toric singularities: log-blow-ups and global resolutions, J. Algebraic Geom. 15 (2006),

no. 1, 1–29.
[Niz08] , Semistable conjecture via K-theory, Duke Math. J. 141 (2008), no. 1, 151–178.
[Niz19] , Geometric syntomic cohomology and vector bundles on the Fargues-Fontaine curve, J. Algebraic

Geom. 28 (2019), no. 4, 605–648.
[Niz21] , Hodge theory of p-adic varieties: a survey, Ann. Polon. Math. 127 (2021), no. 1-2, 63–86.
[Sch13a] Peter Scholze, p-adic Hodge theory for rigid-analytic varieties, Forum Math. Pi 1 (2013), e1, 77.
[Sch13b] , Perfectoid spaces: a survey, Current developments in mathematics 2012, Int. Press, Somerville,

MA, 2013, pp. 193–227.
[Sch21] , Étale cohomology of diamonds, https://arxiv.org/abs/1709.07343, 2021, Preprint.
[ST03] Peter Schneider and Jeremy Teitelbaum, Algebras of p-adic distributions and admissible representations,

Invent. Math. 153 (2003), no. 1, 145–196.
[Sta20] The Stacks Project Authors, Stacks Project, https://stacks.math.columbia.edu, 2020.
[SW20] Peter Scholze and Jared Weinstein, Berkeley Lectures on p-adic Geometry: (AMS-207), Princeton Uni-

versity Press, 2020.
[Tem12] Michael Temkin, Functorial desingularization of quasi-excellent schemes in characteristic zero: the

nonembedded case, Duke Math. J. 161 (2012), no. 11, 2207–2254.
[Tem17] , Altered local uniformization of Berkovich spaces, Israel J. Math. 221 (2017), no. 2, 585–603.

http://www.davidrenshawhansen.com/middle.pdf
http://www.davidrenshawhansen.com/middle.pdf
https://arxiv.org/abs/2007.14037
https://arxiv.org/abs/1801.00429v2
https://arxiv.org/abs/1801.00429v2
https://arxiv.org/abs/2105.13028
https://arxiv.org/abs/2105.13028
https://www.math.ias.edu/~lurie/papers/HA.pdf
https://www.math.ias.edu/~lurie/papers/SAG-rootfile.pdf
https://arxiv.org/abs/1709.07343
https://stacks.math.columbia.edu


RATIONAL p-ADIC HODGE THEORY FOR RIGID-ANALYTIC VARIETIES 101

[Tsu99] Takeshi Tsuji, p-adic étale cohomology and crystalline cohomology in the semi-stable reduction case,
Invent. Math. 137 (1999), no. 2, 233–411.

[Vez18] Alberto Vezzani, The Monsky-Washnitzer and the overconvergent realizations, Int. Math. Res. Not. IMRN
(2018), no. 11, 3443–3489.

[Zav22] Bogdan Zavyalov, Almost coherent modules and almost coherent sheaves, https://arxiv.org/pdf/2110.
10773.pdf, 2022, Preprint.

Max-Planck-Institut für Mathematik, Vivatsgasse 7, 53111 Bonn, Germany
E-mail address: bosco@mpim-bonn.mpg.de

https://arxiv.org/pdf/2110.10773.pdf
https://arxiv.org/pdf/2110.10773.pdf
bosco@mpim-bonn.mpg.de

	1. Introduction
	1.1. Background and motivation
	1.2. B-cohomology
	1.3. Syntomic Fargues–Fontaine cohomology
	1.4. Semistable conjectures
	1.5. Link to prismatic cohomology: toward an integral theory
	1.6. Leitfaden of the paper
	1.7. Notation and conventions

	2. Preliminaries
	2.1. Décalage functors and Beilinson t-structure
	2.2. The éh-topology
	2.3. Period sheaves
	2.4. B-cohomology and B`39`42`"613A``45`47`"603AdR+-cohomology

	3. Hyodo–Kato cohomology
	3.1. Local Hyodo–Kato morphism
	3.2. Beilinson bases and -categories of hypersheaves
	3.3. Globalization
	3.4. Finiteness in the overconvergent case

	4. B-cohomology
	4.1. The comparison with the log-crystalline cohomology over A`39`42`"613A``45`47`"603Acris
	4.2. The comparison with the Hyodo–Kato cohomology

	5. B`39`42`"613A``45`47`"603AdR+-cohomology
	5.1. The comparison with the de Rham cohomology
	5.2. The comparison with the infinitesimal cohomology over B`39`42`"613A``45`47`"603AdR+

	6. Syntomic Fargues–Fontaine cohomology
	6.1. The comparison with the p-adic pro-étale cohomology
	6.2. Fargues–Fontaine cohomology and nuclear complexes on the curve
	6.3. Comparison with BMS2
	6.4. Comparison with CN

	7. Applications
	7.1. Fundamental diagrams of rational p-adic Hodge theory
	7.2. Proper spaces
	7.3. Smooth Stein spaces
	7.4. Smooth affinoid spaces
	7.5. Remarks about coefficients

	Appendix A. Complements on condensed mathematics
	A.1. Derived p-adic completion and solidification
	A.2. -category of nuclear complexes
	A.3. Quasi-coherent, nuclear, and perfect complexes on analytic adic spaces

	References

